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VORWORT 
 
 
Mit den modernen satellitengestützten Positionierungsmethoden sind die Anforderungen 
gewachsen, hochpräzise geodätische Anwendungen im cm- oder gar im mm-Genauigkeitsbereich 
zu realisieren. Ein zentrales Problem bleibt weiterhin der Störeinfluss der Troposphäre. 
Problematisch ist insbesondere die Korrektur des wasserdampfbedingten, sich örtlich und zeitlich 
oft schnell ändernden Fehlers an den Distanzmessungen zwischen Satellit und Empfänger. Der 
vorliegende SGK Band widmet sich der Entwicklung des neuen mobilen Messsystems SOLUSAR 
(Solar Lunar Spectrometer for Atmospheric Research), das auf Absorptionsmessungen mit einem 
hochauflösenden Sonnenspektrometer (SSM) beruht und genaue Daten über den troposphärischen 
Wasserdampfgehalt liefert. Die SOLUSAR-Messungen können zur Bestimmung von 
Korrekturwerten bei Satellitenbeobachtungen verwendet werden. Systematische Vergleiche mit 
anderen bodengestützten Verfahren, wie Wasserdampfradiometrie (WVR), GPS-Schätzung und 
Ballonsondierungen geben Aufschluss darüber, wie weit die Sonnenspektrometrie als zusätzliches 
Schätz- bzw. Kalibrationsverfahren eingesetzt werden kann.  

Das Geodesy and Geodynamics Lab (GGL) der ETH Zürich blickt auf etliche Jahre Erfahrung im 
Bereich der Wasserdampfbestimmung zurück. Seit den 90er Jahren hat das GGL zusammen mit der 
working group Optical Spectroscopy des Leibniz-Instituts für Analytische Wissenschaften (ISAS), 
Berlin zwei dedizierte Messsysteme (SAMOS and GEMOSS) entwickelt, die ebenfalls auf dem 
Prinzip der Differential Optical Absorption Spectroscopy (DOAS) beruhen. Dazu erschienen in 
dieser Reihe bereits die zwei Bände 62, Bernd Sierk, 2001 und Band 68, Alexander Somieski, 2005. 
Das Projekt ‚Solar Lunar Spectrometer for Atmospheric Research‘ (SOLUSAR) wurde 2007 von 
der ETH Zürich, dem Leibniz-Institut für Analytische Wissenschaften - ISAS und dem Helmholtz-
Zentrum Potsdam Deutsches GeoForschungsZentrum (GFZ) initiiert mit dem Ziel, ein 
Wasserdampfbestimmungsverfahren von hoher Präzision und hoher zeitlicher Auflösung zu 
entwickeln. Eine spezielle Herausforderung ergab sich durch die Zielvorgabe, auch 
Mondmessungen durchführen zu können. Zudem sollte das Gerät für mobile Feldeinsätze konzipiert 
werden. Die Zielvorgaben von Mobilität, Empfindlichkeit (Mondmessungen) und Genauigkeit 
stellten eine grosse Herausforderung dar, die Herr Münch, wie die vorliegende Arbeit zeigt, mit 
Bravur gelöst hat.  

Die SGK dankt sowohl dem Autor für den wertvollen Beitrag zur geodätischen Meteorologie als 
auch der Schweizerischen Akademie für Naturwissenschaften (SCNAT) für die Übernahme der 
Druckkosten. 
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ETH Zürich Präsident der SGK 



 
PREFACE 

 
 

Avec l’apparition des méthodes modernes de positionnement par satellites la demande pour des 
applications géodésiques de hautes précisions, dans les gammes du centimètre et même du 
millimètre, a sensiblement augmenté. Cependant le problème central des effets  perturbateurs 
des variations rapides tant spatiales que temporelles du contenu en vapeur d’eau de l’atmosphère 
demeure. Ces variations influencent les mesures de la distance entre le récepteur et les satellites. 
Le présent fascicule de la Commission Géodésique Suisse (SGK) est dédié au développement du 
nouveau système mobile de mesure, SOLUSAR, (Solar Lunar Spectrometer for Atmospheric 
Research) basé sur la mesure de l’absorption à l’aide d’un spectromètre solaire à haute 
résolution (SSM). Celui-ci délivre des données précises sur le contenu atmosphérique en vapeur 
d’eau. Les mesures SOLUSAR peuvent être utilisées pour déterminer les corrections applicables 
aux observations satellitaires.  
Des comparaisons systématiques entre des méthodes au sol comme la radiométrie de vapeur 
d’eau (WVR) ou l’estimation des paramètres GNSS et les données des ballons sondes, 
fournissent des indications sur l’utilisation du spectromètre solaire comme outil additionnel de 
calibration. 
Le laboratoire de géodésie et géodynamique de l’EPF-Z (GGL) a une expérience de plusieurs 
années dans le domaine de la détermination du contenu en vapeur d’eau de l’atmosphère. Depuis 
les années 90 le GGL, en coopération avec le groupe de travail de la spectrométrie optique de 
l’institut Leibnitz pour les sciences analytiques (SAS) de Berlin, a développé deux systèmes 
(SAMOS et GEMOSS) qui sont basés sur le principe de l’absorption optique différentielle 
(Differential Optical Absorption Spectroscopy ou DOAS). Des articles relatifs à ce sujet 
apparaissent déjà dans cette série au volume 62, Bernd Sierk, 2001 et au volume 68, Alexander 
Somieski, 2005. 
Le projet‚ SOLUSAR (Differential Optical Absorption Spectroscopy) a été initié en 2007 par le 
GGL de l’ETH-Z, le Leibniz-Institut für Analytische Wissenschaften – ISAS, et le Helmholtz-
Zentrum du Deutsches GeoForschungsZentrum de Potsdam (GFZ) avec comme objectif de 
concevoir une méthode permettant la détermination du contenue en vapeur d’eau de haute 
précision et d’une haute résolution temporelle. Le but fixé de pouvoir aussi exécuter des 
mesures lunaires et de plus d’avoir un équipement devant être conçu pour des mesures mobiles 
de terrain a été particulièrement un défi. Les buts de mobilité, de sensibilité (mesures lunaires) et 
de précision ont été des besognes que Monsieur Münch a superbement maitrisées. 
La commission suisse de Géodésie (SGK) remercie l’auteur pour cette contribution de valeur à 
la métrologie géodésique.  
Nos remerciements vont aussi à l’académie suisse des sciences naturelles pour avoir pris à sa 
charge les coûts d’impression du présent fascicule. 
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FORWORD 

 
 

Conjointly with the advent of modern satellite based positioning methods the request has grown to 
implement high precision geodetic applications in the cm or even in the mm- range of precision. 
One central problem still persists: The tropospheric perturbation. 

Particularly problematic are corrections due to atmospheric water vapour with its often rapid 
variations in space and time. The present SGC volume is dedicated to the development of the new 
mobile measurement system SOLUSAR (Solar Lunar Spectrometer for Atmospheric Research), 
which is based on absorption measurements by a high-resolution sun-spectrometer (SSM). It 
delivers precise data on the troposphere’s content of water vapour. The SOLUSAR-measurements 
might be used to determine corrections for satelliteobservations. Systematic intercomparisons with 
other ground-based methods, like water vapour radiometry (WVR), GNSS-parameter estimation, 
and balloon soundings provide indications on the usability of the sun-spectrometry as an additional 
calibration tool. 

The Geodesy and Geodynamics Lab (GGL) of ETH Zurich looks back on a number of years of 
experience in the domain of water vapour determination. Since the 90s GGL in cooperation with the 
working group Optical Spectroscopy of the Leibniz-Institut für Analytische Wissenschaften (ISAS), 
Berlin, has developed two dedicated systems (SAMOS and GEMOSS) which also were based on 
the principle of Differential Optical Absorption Spectroscopy (DOAS). Related publications 
appeared in this series as volume 62, Bernd Sierk, 2001 and volume 68, Alexander Somieski, 2005. 
The project ‚Solar Lunar Spectrometer for Atmospheric Research‘ (SOLUSAR) was initiated 2007 
by ETH Zurich, the Leibniz-Institut für Analytische Wissenschaften – ISAS, and the Helmholtz-
Zentrum Potsdam Deutsches GeoForschungsZentrum (GFZ) with the aim to devise a method of 
water vapour determination of high precision and high temporal resolution. Thereby, the set target 
to perform also lunar measurements was a special challenge. In addition the equipment had to be 
conceived for mobile fieldwork. The targets of mobility, sensitivity (lunar measurements), and 
accuracy were demanding tasks which Mr. Münch mastered superbly.  

The SGC thanks the author for his valuable contribution to geodetic meteorology as well as the 
Swiss Academy of Sciences (SCNAT) for covering the printing costs of this volume. 
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Abstract

Tropospheric water vapour plays a crucial role in the understanding of a variety of different atmos-
pheric processes, ranging from local weather phenomena to global climate change. Regarding satellite
geodesy, water vapour acts as disturbing factor for various measurement methods, causing path delays
of radio signals and consequently leads to considerable biases in the measurement results. The spatial
and temporal concentration distribution can hardly be modelled and therefore has to be determined
instrumentally to correct the influence computationally.

The application of the principle of “Differential Optical Absorption Spectroscopy” (DOAS) using the
sun as radiation source to locally determine integrated water vapour concentrations (PW), has proven
itself as a very potent methodology, with good relative and absolute accuracy, high temporal resolution
and comparably low calibration efforts. It also seems especially well suited for validation purposes for
independent measurement methods.

The intention of the presented project is to implement the findings from the development of earlier
prototype instruments and to contemplate several further aspects related with the DOAS approach to
determine atmospheric water vapour: Improved temporal coverage of the measurement method through
inclusion of night time measurements with the help of moonlight, which are enabled by means of a
massively increased system sensitivity to deal with the up to six orders of magnitude lower intensity
of the background radiation with respect to solar measurements. Further it is to investigate, how
reliable acquisitions of sun transmission spectra can be achieved, when deploying the system on moving
platforms, for possible future validation measurements of satellite-borne radiometer data on satellite
ground tracks on the open sea. The prototype instruments developed should particularly feature high
field versatility, requiring eased transportability, resistance to weather and not least the possibility of
a fully automatic measurement procedure, including instrument self-calibration.

For this purpose two identically constructed compact measurement systems were built. The instruments
dispose of a custom-built telescope (heliostat principle) and an optically directly coupled spectrometer
unit. The whole system is enclosed in a rugged aluminium hull, including most of the steering electro-
nics. The motorized telescope is able to follow the moving light source fully autonomously, also with
the platform moderately moving. A quasi-monochromator with an echelle grating as main dispersion
element is used as spectrometer unit, allowing a compact architecture, a great spectral resolution and
efficiency at the same time. Together with a back-thinned CCD detector highly resolved images of
water vapour absorption lines can be obtained. The primary wavelength range lies between 789 nm
and 802nm, the reciprocal linear dispersion amounts to 7.3pm/px at a focal length of just 400mm.
A motorized deflection mirror in the spectrometer allows the observation of adjacent spectral windows
and serves for the highly precise position stabilization of the spectrum on the CCD sensor.

Test measurements with the sun and the moon as background radiation source show the extraordinarily
high system light throughput and the high spectral resolving power of the apparatus. However illumi-
nation dependent interference structures on the detector (etaloning) prevent the deduction of usable
transmission spectra from the measured raw data. For that reason a variety of optical measures to
homogenize the radiation entering the spectrometer with respect to field and aperture are examined.
As a feasible solution, with sufficient radiation distribution and a still acceptable intensity attenuation,
a short quartz light guiding fibre with a hexagonal cross section has been found and implemented.

For instrumental control a software package has been developed, which autonomously handles the
measurement process including the various calibration processes and the interaction of the various
sensors and actuators. Additionally a variety of algorithms have been provided, helping to eliminate
various defective influences in the raw data, as the correction of stray and false light portions or the
elimination of interspersed beat structures in lunar spectra. Furthermore procedures which serve in
spectrum processing have been supplied, as for the computation of a holistic intensity baseline or the



dynamic determination of apparatus profiles. For the determination of the water vapour concentrations
from the measured spectroscopic data established computational procedures could be used mostly.

Various available spectroscopic databases have been analysed regarding the suitability of the listed
absorption line parameters for the deduction of reliable water vapour concentrations. Comparison bet-
ween the two identically built solar spectrometers yield considerable deviations of up to 1.5 kg/m2

in the zenith integral concentrations which are presumably ascribable to systematic influences likely
caused by unrecognised stray light influence. The mean value of the stochastic deviations amounts to
about 1.1% of the slant PW concentration. The cross-comparison with an independent measurement
method, in this case GPS meteorology, however also shows significant divergences and thus point to
the various further systematic effects which have to be examined more closely, as e.g. the uncertainty
of the published spectroscopic parameters regarding line strength and line broadening as well as the
baseline determination in the measured spectra.

Despite the considerable sensitivity losses with respect to the originally planned design due to beam
homogenization, the methodology has been successfully applied to lunar measurements, albeit with
reduced accuracy as stated in stochastic appraisals and with considerably lower temporal resolution.

The project presented here confirms and clarifies the possibilities of the application of DOAS for ground-
based remote sensing of integral water vapour concentrations, but also gives clear indication on the
different systematic biases which have to be examined more closely, e.g. regarding the accuracy of the
spectroscopic parameters (both, for line strength and line broadening), as well as the determination
procedure of the baseline in the measured spectra. This work also points out the chances as well as
the serious difficulties which arise from the design, construction and deployment of highly integrated
DOAS spectrometers of high performance. Regarding the application of various optical components
and detectors for the development of similar instruments valuable insights have been gathered.



Zusammenfassung

Troposphärischer Wasserdampf spielt als Einflussgrösse eine wichtige Rolle für das Verständnis einer
Vielzahl atmosphärischer Vorgänge, von lokalen Wetterphänomenen bis hin zum globalen Klimawan-
del. Im Bereich der Satellitengeodäsie tritt Wasserdampf als schwer modellierbarer Störfaktor in Er-
scheinung, der bei verschiedenen Messsystemen Fehler durch Laufzeitverzögerungen von Radiosignalen
verursacht. Die Störgrösse muss instrumentell bestimmt werden, um den Einfluss rechnerisch zu elimi-
nieren.

Die Anwendung des Prinzips der Differentiellen Optischen Absorptionsspektroskopie (DOAS) mit Hilfe
der Sonne als Hintergrundstrahler zur lokalen Bestimmung von integralen Wasserdampfkonzentrationen
(PW) hat sich in der Vergangenheit als äusserst wirksamer Ansatz erwiesen, dies mit guter relativer
und absoluter Genauigkeit bei gleichzeitig hoher zeitlicher Auflösung und verbunden mit einem ver-
gleichsweise geringen Kalibrationsaufwand. Insbesondere auch als Validierungsmethode unabhängiger
Messverfahren scheint diese Methode hervorragend geeignet zu sein.

Die Intention des vorliegenden Projektes liegt in der Umsetzung der Erkenntnisse, welche aus der frühe-
ren Entwicklung von Geräteprototypen gewonnen wurden und in der genaueren Untersuchung weiterer
Aspekte der DOAS Methodik zur Wasserdampfbestimmung: Verbesserung der zeitlichen Einsatzfähig-
keit der Messmethode durch Ermöglichung von Nachtmessungen mithilfe von Mondlicht, dies durch
eine massive Verbesserung der Instrumentensensitivität, um im Vergleich zu Sonnenmessungen mit
bis zu sechs Grössenordnungen schwächeren Intensitäten umgehen zu können. Weiter soll untersucht
werden, wie eine zuverlässige Erfassung von Sonnentransmissionsspektren auf einer bewegten Platt-
form durchzuführen ist, zur möglichen Validierung von satellitengestützen Radiometermessungen auf
Satelliten-Groundtracks auf offener See. Die zu entwickelnden Prototypen sollen sich insbesondere auch
durch einfache Einsetzbarkeit im Feld auszeichnen, was neben einer erleichterten Transportfähigkeit und
Witterungsbeständigkeit nicht zuletzt die Möglichkeit eines vollautomatisierten Messablaufs, inklusive
Geräteselbstkalibrierung, umfasst.

Zu diesem Zweck wurden zwei baugleiche kompakte Messsysteme erstellt. Die Geräte verfügen über ein
spezifisch für diese Aufgabe entwickeltes Teleskop (Heliostat-Prinzip) und ein optisch direkt angekoppel-
tes Spektrometer. Die gesamte Messeinheit ist wetterfest in einer robusten Aluminiumhülle eingeschlos-
sen, einschliesslich der Steuerelektronik. Das Teleskop ist in der Lage, der bewegten Lichtquelle vollau-
tomatisch zu folgen, dies auch bei moderater Bewegung des Untergrundes. Bei der Spektrometereinheit
handelt es sich um einen Quasi-Monochromator mit einem Echelle-Gitter als Hauptdispersionselement,
was eine kompakte Bauweise bei gleichzeitig hoher spektraler Auflösung und Lichtstärke erlaubt. Mit-
hilfe eines rückseitig beleuchteten CCD-Sensors können hochaufgelöste Aufnahmen von Wasserdampf-
Absorptionslinien erfasst werden. Der primäre Wellenlängenbereich liegt zwischen 789 und 802 nm, die
reziproke Lineardispersion beträgt 7.3pm/px bei einer Brennweite von nur 400mm. Ein motorisierter
Umlenkspiegel im Spektrometer ermöglicht zusätzlich das Anfahren benachbarter Wellenlängenregio-
nen, sowie die hochpräzise Positionsstabilisierung des Spektrums auf dem Detektor.

Testmessungen mit der Sonne und dem Mond als Hintergrundstrahler zeigen die ausserordentliche
Lichtstärke des Systems. Jedoch verwehren beleuchtungsabhängige Interferenzstrukturen (Etaloning)
auf dem Detektor das Generieren von auswertbaren Transmissionsspektren aus den Messdaten. Unter
diesem Aspekt wurde die Eignung verschiedener optischer Verfahren zur Homogenisierung der ins Spek-
trometer eingeleiteten Strahlung bezüglich Feld und Apertur untersucht. Als Lösung mit hinreichend
guter Strahlungsumverteilung bei gleichzeitig hinnehmbarer Intensitätsreduktion hat sich der Einsatz
von kurzen Quartzlichtleitfasern mit hexagonalem Querschnitt erwiesen.

Hinsichtlich des Messbetriebes wurde ein Softwarepaket entwickelt, welches den Messablauf inklusive
der zahlreichen Kalibrationsvorgänge autonom steuert und das Zusammenspiel der verschiedenen Sen-
soren und Aktuatoren koordiniert. Es wurden zudem verschiedene Algorithmen entwickelt, welche der



Eliminierung von Fehleinflüssen in den Rohmessdaten dienen, wie die Korrektur von Streu- und Falsch-
licht oder Algorithmen zur Korrektur von eingestreuten Schwebungsstrukturen im Spektrenbild. Ebenso
wurden Verfahren bereitgestellt, welche zur Weiterverarbeitung der erfassten Spektren dienen, wie für
eine integrale Bestimmung der Intensitätsbasislinie oder die dynamische Bestimmung von Apparate-
profilen. Für die Ermittlung der Wasserdampfkonzentrationen aus den gemessenen spektroskopischen
Daten konnte weitgehend auf bekannte Rechenverfahren zurückgegriffen werden.

Verschiedene verfügbare Spektraldatenbanken wurden hinsichtlich der Eignung der Daten ihrer Absorp-
tionslinien zur zuverlässigen Bestimmung der Wasserdampfkonzentrationen analysiert. Vergleichsmes-
sungen zwischen den beiden baugleichen Sonnenspektrometern zeigen erhebliche Abweichungen von
bis zu 1.5 kg/m2 der zenitalen Integralkonzentrationen, welche aber hauptsächlich auf systematische
Einflüsse zurückzuführen sind, wahrscheinlich in erster Linie verursacht durch noch unerkannten Streu-
lichteinfluss. Der Mittelwert der stochastischen Abweichungen beträgt etwa 1.1% der Slant PW Kon-
zentration. Quervergleiche mit Daten, die durch GPS-Meteorologie erhoben wurden, zeigen ebenfalls
deutliche Abweichungen und weisen auf verschiedene weitere systematischen Effekte hin, welche noch
genauer untersucht werden müssen, beispielsweise die Genauigkeit der spektroskopischen Parameter
aus der Literatur bezüglich Linienstärke und Linienverbreiterung, wie auch die Basislinienbestimmung
in den gemessenen Spektren.

Trotz der deutlichen Empfindlichkeitseinbusse gegenüber dem ursprünglich geplanten Konzept konnte
die Methodik dennoch auch erfolgreich auf Mondmessungen angewandt werden, wenngleich mit vermin-
derter Genauigkeit, wie mittels stochastischer Abschätzungen dargelegt, und mit deutlich reduzierter
zeitlicher Auflösung.

Das vorliegende Projekt bestätigt und verdeutlicht die Möglichkeiten der Anwendung von DOAS auf die
bodengestütze Bestimmung von integralen Wasserdampfkonzentrationen, gibt aber auch klare Hinweise
bezüglich der noch eingehender zu betrachtenden systematischen Einflüsse. Mit dieser Arbeit werden
sowohl die Chancen, als auch die erheblichen Schwierigkeiten aufgezeigt, mit denen das Design, die
Konstruktion und der Einsatz von hochintegrierten DOAS-Spektrometern hoher Leistungsfähigkeit
verbunden ist. Bezüglich des Einsatzes von verschiedenen optischen Komponenten und Detektoren
konnten für die Entwicklung ähnlicher Instrumente wertvolle Erkenntnisse gewonnen werden.
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1
Introduction

Water in the gaseous state of matter is involved in abundant processes in the earth’s atmo-
sphere. For many decades its influence in a vast number of chemical processes on a small scale
has been a prime interest in the realm of atmospheric physics. In recent years a considerable
shift of attention towards the manifestation of influence on larger scales is recognizable. The
role of atmospheric water vapour as a greenhouse gas in the process of human-made global
climate change is under close scrutiny. However its effects are still not fully understood as man-
ifold positive and negative feedback loops have to be considered and the impacts are strongly
dependent on different parameters like, e.g., its vertical distribution [Maurellis and Tennyson,
2003; Sherwood et al., 2010].

In the geodetic scientific community water vapour has caught constantly rising attention with
the introduction of more and more satellite-based microwave measurement systems. Due to the
ever increasing demands for higher measurement accuracy the efforts to determine and hence
eliminate the disturbing influence of water vapour in the atmosphere has steadily risen and has
lead to the definition of a whole new discipline within the geodetic sciences. A sizeable set of
diverse methodological approaches with very different characteristics have been developed and
deployed to obtain water vapour abundances and help to increase the reliability and accuracy
of satellite systems for earth observation and surveying (see, e.g., [Niell et al., 2001] or [BKG,
2006]).

At the Geodesy and Geodynamics Lab of the Institute of Geodesy and Photogrammetry IGP
at ETH Zürich the determination of atmospheric water vapour has been a research subject
for nearly 20 years (see, e.g., Bürki and Kahle [1995], Sierk et al. [1997], Dodson et al. [1998]).
Besides the extraction of information on water vapour abundances from GNSS data obtained
by permanently installed receivers (GNSS meteorology, GNSS tomography), another focus
has been laid onto the development of dedicated remote water vapour sensing instruments:
Beginning with Water Vapour Radiometers (WVR) deriving water vapour concentrations from
emitted thermal radiation; later on solar spectrometers measuring atmospheric absorption
spectra with the sun as background illumination source and thus determining slant integral
concentrations through the analysis of strength and shape of single water absorption lines.

The developed spectrometers Solar Atmospheric Monitoring Spectrometer (SAMOS) and
Geodetic Mobile Solar Spectrometer (GEMOSS), jointly conceived with the Leibniz-Institut
für Analytische Wissenschaften - ISAS - e.V. in Berlin using the technique of Differential Op-
tical Absorption Spectroscopy (DOAS), have proven the possibility to retrieve highly accurate
water vapour concentrations using said methodology. Its usefulness as a verification and calib-
ration tool in support of other independent measurement techniques has been shown [Somieski
et al., 2006]. The above named projects also lead to a clarification regarding the necessary in-
strument characteristics in order to guarantee highly precise and reliable measurement results,
while keeping the complexity of the hardware and its handling at a reasonable level.
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1 Introduction

1.1 Goals of this work

The project Solar Lunar Spectrometer for Atmospheric Research (SOLUSAR) was initiated
in the year 2007 as a joint project of ETH Zürich, the Leibniz-Institut für Analytische Wis-
senschaften - ISAS and the Helmholtz-Zentrum Potsdam Deutsches GeoForschungsZentrum
(GFZ) to take onward the development of spectrometers using DOAS to retrieve total column
water vapour contents and to further explore certain related topics by building two instrument
prototypes with identical design. This with the following main objectives:

• The new instruments should facilitate a prolongation of the possible measurement up-
time with respect to the predecessor instruments. This should be achieved through the
design of a telescope-spectrometer combination, with a markedly enhanced sensitivity,
thus enabling night-time measurements using sunlight reflected by the moon surface and
possibly direct sunlight at slightly cloudy conditions.

• The instruments ought to be considerably smaller, more compact and lightweight and
thus easier to transport and deploy at remote measurement sites.

• For possible future validation campaigns of on-board WVR instruments of altimetry
satellites (see Somieski et al. [2006]) the instrument should be capable to produce meas-
urement data when applied on a vessel. Thus telescope mechanics (including gimbal
mounting), electronics and software have to be designed allowing an automatic high-
speed tracking of the moving radiation source.

• To reduce the instrument size and complexity and to shorten the spectra readout period,
the simultaneously obtained wavelength range will be markedly narrowed to a spectral
window promising the best possibilities for water vapour concentrations retrieval. The
potential to use adjacent wavelength regions should be maintained however.

• For the first time two identical instrument prototypes are to be built and deployed in
order to assess the inherent accuracy of the chosen measurement concept.

Various qualities also attributable to the predecessor instruments such as fully automated per-
manent deployment and a comparable final accuracy should also apply to the new systems.

1.2 Outline of the thesis

This thesis is structured in the following way: Chapter 2 will give a broad overview on the
relevance of atmospheric water vapour in various fields of science such as climatology and
meteorology, but emphasizing the implications in the domain of geodesy and how the water
vapour’s disturbing influence does take effect and can be described. A non-comprehensive
description of a number of retrieval methods applied nowadays is given, discussing also ad-
vantages and disadvantages of the various methodological approaches. Chapter 3 explains the
basic principles of absorption spectroscopy in general before focussing on the particularities of
DOAS and its application for the sake of water vapour retrieval.

A detailed description of the SOLUSAR instrument’s hardware and its features is given in
Chapter 4 covering the mechanical, optical and electronic design of the telescope and spec-
trometer unit. Major issues faced during the development are described specifically. Also the
various adjunct hardware components are outlined. Chapter 5 covers the algorithms applied
during the measurement process, whereas Chapter 6 deals with various aspects relevant in
the preprocessing of the retrieved data, which are specific for the SOLUSAR measurement
system.
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1.2 Outline of the thesis

Chapter 7 presents measurement results from the two measurement systems made under dif-
ferent circumstances and discusses their accuracy of the established instruments. Chapter 8
sums up the gathered findings and gives an outlook on possible further developments.

Selected schemes and drawings concerning the electronic design can be found in Appendix A.
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2
Atmospheric Water Vapour

Water in its different states of matter shapes the surface of the earth like no other chemical
substance. Also the emergence and sustainment of all known forms of life are inseparably bound
to the presence of water [Wozniak and Dera, 2007] and to a major part they consist of it. More
than 70% of the earth’s surface is covered by liquid water, more than 6% by ice or snow. The
total quantity of water on earth amounts to 1.35× 1021 kg [Roedel, 1994]. Of this amount
only around 0.01% can be found in the gaseous hull of the earth – the atmosphere. Uniformly
distributed over the total surface of the earth this corresponds to an average condensed water
column height of around 25mm (corresponds to 25 kg/m2).

The allocation of the atmospheric water vapour on a global scale is vastly uneven though.
From the equator region, where the average water content reaches over 40mm, it continuously
drops in direction of the poles where mean abundances are usually between 5mm and 10mm
as shown in Fig. 2.1(a).

(a) Mean water vapour content expressed as con-
densed water column height (full line, left
scale) and mean cloud coverage percentage
(dashed line, right scale). Both with respect
to latitude.

(b) Mean precipitation and evaporation rates
per year on earth as a function of latitude.

Figure 2.1: Water vapour in the earth’s atmosphere (adapted from Roedel [1994]).

As evident in Fig. 2.1(b), the meridional distributions of evaporation and precipitation also
show a large latitudinal dependency. The evaporation rate of water is closely linked to the
amount of incident radiation and to the local albedo (reflection coefficient). The greatest
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2 Atmospheric Water Vapour

evaporation rates can be found in the subtropics during summertime. The occurrence of pre-
cipitation is mainly determined by the amount of precipitable water vapour in the atmosphere
and the occurrence of updraught and downdraught systems. The regional imbalances of pre-
cipitation and evaporation have to be compensated by means of transport of water (gaseous,
liquid or solid) in the atmosphere. Large amounts of water are carried by winds from the
zone between 10° and 35° of latitude in direction of the poles and to the Intertropical Conver-
gence Zone (ITCZ) in the equator region. Apart from meridional transport, a net atmospheric
transfer of water from sea areas to land masses is observable [Roedel, 1994]. On average a
water molecule stays in the atmosphere for about 9 days which illustrates the swiftness of the
atmospheric water transfer [Seidel, 2002].

The atmospheric water transporting process describes just one part of what is generally called
the hydrological cycle wherein water in different phases is moved in and between oceans, atmo-
sphere and continents [American Geophysical Union (AGU), 1995] by means of the processes
of precipitation, vapour transport, evaporation, evapotranspiration, infiltration, groundwater
flow and run-off [United Nations Environment Programme (UNEP), 2002] depicted in Fig.
2.2. The process of water transport in the atmosphere can also be seen as a displacement
mechanism of energy in form of latent heat which is brought into the atmosphere through the
process of evaporation.

Evaporation
502 800 km3

Precipitation
458 000 km3

Evapotranspiration
65 200 km3

Precipitation
9 000 km3

River runoff
42 600 km3

Area of external
runoff

119 million km2

Area of
internal
runoff

119 million km2

Groundwater flow
2 200 km3

Vapour transport

Ocean

Infiltration

Precipitation
110 000 km3

Evaporation
9 000 km3

Lakes

Oceans
and seas

361 million km2

Note: The width of the blue and grey arrows is proportional to the volumes of transported water

FEBRUARY 2008

PHILIPPE REKACEWICZ
Source: Igor A. Shiklomanov, State Hydrological Institute (SHI, St. Petersburg) and United Nations Educational, Scientific and Cultural
Organisation (UNESCO, Paris), 1999; Max Planck, Institute for Meteorology, Hamburg, 1994; Freeze, Allen, John, Cherry, Groundwater,
Prentice-Hall: Engle wood Cliffs NJ, 1979.

Figure 2.2: Processes belonging to the earth’s hydrological cycle with estimated amounts of
water involved [United Nations Environment Programme (UNEP), 2002].

The distribution of water vapour is not only horizontally uneven, it also shows a strong height
dependency. The mean vertical distribution of water vapour is shaped to a large degree by the
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occurring temperatures which determine the dew point and thus the storage capacity of water
in its gaseous phase. A good approximation of the temperature dependency of the saturation
pressure eS of water vapour is based on the August-Roche-Magnus approximation given in Eq.
2.1, a simplification of the Clausius-Clapeyron relationship [Lawrence, 2005]:

eS(T ) = C · exp
[
A · T
B + T

]
(2.1)

with T the temperature in [◦C] and the constant values C = 6.1094 hPa, A = 17.625, B =
243.04 ◦C. In the lower atmosphere mean temperatures gradually decrease with increasing
height thus leading to lower water vapour abundances. Around 99% of the atmospheric water
vapour can be found in this lowest atmospheric part, called troposphere. The height of the
tropospheric layer depends largely on the geographical latitude and the season. Around the
equator the troposphere can reach up to 15 km but in direction of the pole regions it can
decline to 7 km. The barrier defining the border between the upper troposphere and the lower
stratosphere is called tropopause (see Fig. 2.3). It is mainly characterized by a temperature
inversion. Within the troposphere 50% of the water is found below heights of about 1.5 km,
95% below 5 km.

Figure 2.3: Vertical structure of the earth’s atmosphere. The yellow line shows the temper-
ature variation in different layers of the earth’s gaseous envelope. At a height of around
10 km (tropopause) a reversal of the temperature trend is observable. Around 99% of
the atmospheric water vapour can be found beneath the tropopause [Encyclopedia Brit-
annica, 2012].

Water vapour influences atmospheric processes in manifold ways. This work cannot provide a
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2 Atmospheric Water Vapour

comprehensive overview of the countless mechanisms taking place. But as water vapour plays
a crucial role in the understanding of the causal relations both, in the fields of meteorology
and climatology, some of the implications will be shortly outlined in the following sections.

2.1 Significance in Meteorology

Apart from the general distribution variability on a global scale and the dependence on sea-
sonality described above, one of the major characteristics of water vapour in the earth’s at-
mosphere is its tremendous variation in concentrations, spatially and temporally, also on very
short scales. In this regard water substantially differentiates from the other major constituents
of the atmosphere, which show a lot less distribution variations and whose occurrence thus is
much more easily predictable using modelling approaches. The registration and understanding
of the concentration distribution, the distributional changes and state of phase transitions of
water on a short time scale are especially relevant in the field of meteorology. Dense monitor-
ing networks with high temporal resolution can provide detailed information on the formation
and development of small-scale meteorological phenomena, such as fronts or squall lines [Bevis
et al., 1992].

The distribution of clouds or the occurrence of precipitation for instance are closely linked
to the distribution of water vapour. These phenomena occur where air masses containing
water vapour reach a temperature where saturation takes place and water forms droplets
or snow flakes around condensation nuclei. The saturation point can be reached through
different processes: Import of colder or moister air, thermal upwinds or uplift processes during
passages of cold or warm fronts. In the process of condensation, energy is released which
again leads to uplifts as the warming air becomes lighter. This procedure has a major impact
on the development and intensification of thunderstorm systems. Perler [2012] emphasizes
the potential of knowledge on the spatial distribution of water vapour, which for instance is
obtainable by means of water vapour GNSS tomography (for a short description see Section
2.4.6), to considerably improve the initial state in numerical weather prediction models.

2.2 Significance in Climatology

As mentioned before, variations in the atmospheric water vapour field occur not only on short
time scales. The long-term atmospheric characteristics regarding temperature, humidity and
precipitation are of great importance because they basically determine the climate regimes
prevailing in the different zones. The distribution of water vapour is closely linked to global
circulation patterns defining global climate zones but also determined by local atmospheric
structures leading to specific micro climates. Though, as described above, water vapour itself
is alike involved in the process of building said circulation patterns.

Additionally a variety of seasonal distribution variations appear forced by temperature and
circulations changes, especially in the northern hemisphere where the larger land fraction
with lower heat capacity is susceptible to such variations. Furthermore the El-Niño-Southern
Oscillation (ENSO) causing changes in the surface temperature in tropical pacific is an example
of a dominant mechanism leading to distribution changes of water vapour on a even longer
(multi-annual) time scale [American Geophysical Union (AGU), 1995].

Water vapour is one of various greenhouse gases in the atmosphere contributing to the process
where short wave radiation of the sun is transmitted through the atmosphere whereas earth-
emitted longer wave radiation is absorbed thus establishing a climate allowing large areas with
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2.2 Significance in Climatology

temperatures beyond freezing. In today’s constitution of the atmosphere, water vapour is
the most abundant and arguably most important greenhouse gas. Nearly two thirds of the
whole natural greenhouse effect is caused by water vapour, whereas the much-discussed carbon
dioxide accounts for about a quarter. As explained in Section 3.4, water vapour shows strong
radiation absorption, e.g., at wavelengths between 5 µm and 8 µm.

Figure 2.4: Regional changes of the total column water vapour over oceans in the time
span between 1988 and 2004 (above) and monthly deviations from the 1988 to 2004
mean water vapour amount on a global scale with linear trend (below). (Adapted from
Intergovernmental Panel on Climate Change [2007]).

Understanding the behaviour of water vapour in the atmosphere and especially its distribution
in the various atmospheric layers is of great importance, because of its ascribed potential to
amplify the human-caused climate change. The different and partly contradictory effects are
still insufficiently understood to this day. Certain modelling approaches which include the
amplification effects of atmospheric moisture, predict an increase of the surface temperature
sensitivity to carbon dioxide input by up to a factor of three [Held and Soden, 2000]. According
to these models a main positive feedback loop arises from the increased evaporation and the
potential of the atmosphere to hold water vapour, if temperatures are rising through the
human-made greenhouse effect. The additionally stored water in vapour phase could prevent
even more radiation to escape into space thus leading to even higher temperatures. However
the described mechanism is mitigated, if not broken, by the processes of condensation and
precipitation of water.

Next to the above mentioned positive feedback loop, also potential negative feedback loops have
to be considered. Emergence of larger amounts of atmospheric water vapour leads to stronger
cloud building with the effect that greater parts of incoming solar radiation are reflected back
to space. On the other hand clouds also trap portions of long-wave radiation emitted by the
earth. Another aspect to be considered is that increased temperatures lead to a greater vertical
atmospheric convection and to an uplift of the tropopause and freezing out of water vapour at
the very low temperatures.
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2 Atmospheric Water Vapour

Water vapour also plays a role in countless chemical reactions taking place in the atmosphere,
having an impact on air quality, influence on aerosol particle size, composition and their
reaction with other gases [Kämpfer, 2012].

2.3 Influence on geodetic applications

Manifold geodetic applications such as the different GNSS entities, altimetry satellites or Very
Long Baseline Interferometry (VLBI) are based on the measurement of the propagation time
(or propagation time differences) of electromagnetic waves belonging to the microwave range.
In absence of the earth atmosphere these signals would travel on a straight line from the
emitting source to the receiver. In reality the propagation of these signals is considerably
affected by the varying refractive indexes along the ray path: First, and more importantly,
the signal is delayed due to the decreased speed of light compared to propagation in vacuum.
Secondly the ray path is bent due to continuous incremental diffraction [Bevis et al., 1992].

2.3.1 Total Propagation Delay

According to the Fermat Principle radiation travelling in a refractive medium between two
points follows the path S which produces the minimal travel time. The propagation time τ
along said path is:

τ =
∫
S
dt =

∫
S

1
cmedium(s) ds. (2.2)

The speed of light cmedium(s) depends on the refractive index n at a certain position s in the
medium:

cmedium(s) = cvac
n(s) . (2.3)

cvac denotes the speed of light in vacuum (2.997 924 58× 108 ms−1). Combining Eq. 2.2 and
Eq. 2.3, the electric path Sel of radiation travelling between two points along the ray path S
becomes:

Sel = cvac · τ =
∫
S
n(s) ds. (2.4)

The electric path Sel is the travel distance of a signal propagating in vacuum for a travel time
period of τ . The so-called path delay ∆PD describes the difference between the electric path
Sel and the straight euclidean distance Sg of the two points. The path delay includes both
effects: geometric bending of the ray path as well as slower signal propagation:

∆PD =
∫
S
n(s) ds− Sg =

∫
S

(
n(s)− 1

)
ds︸ ︷︷ ︸

slower propagation

+
∫
S
ds−

∫
Sg
ds︸ ︷︷ ︸

ray bending

. (2.5)

The smaller bending part becomes exceedingly important for observations at very low elevation
angles. For observations with elevation angles greater 15° it normally amounts to less than 1 cm
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and totally vanishes for zenith observations, if the atmospheric layers are perfectly horizontally
stratified.

2.3.2 Wet and Dry Path Delay

Path delays are often described using the atmospheric refractivity N instead of the refraction
index n:

N = 106 · (n− 1). (2.6)

Different estimations can be found in literature. Basically, refractivity is a function of the
absolute temperature T , air pressure p and the partial pressure of water vapour pH2O. An
often used formula for the total refractivity Ntot is provided by Essen and Froome [1951]:

Ntot = k1
pd
T

+ k2
pH2O

T
+ k3

pH2O

T 2 . (2.7)

In Eq. 2.7 pd denotes the partial pressure of dry air. In the coefficients ki compressibility
factors describing the non-ideal behaviour of the atmospheric gas components are contained.
The parameters k1, k2 and k3 have been redetermined several times [Perler, 2012]. Below the
parameter set proposed by Rüeger [2002] is given which applies for air with a CO2 content of
300 ppm:

k1 = 77.6848KhPa−1

k2 = 71.2952KhPa−1

k3 = 375 463K2/hPa

The total refractivity Ntot can be partitioned. Two different distinction methods are commonly
applied. Either Ntot can be partitioned into dry refractivity Ndry, denoting the influence of air
in absence of water vapour, and wet refractivity Nwet, which produces a division of the total
path delay ∆PD into a dry delay ∆PD

dry and wet delay ∆PD
wet :

Ntot = k1
pd
T︸ ︷︷ ︸

Ndry

+ k2
pH2O

T
+ k3

pH2O

T 2︸ ︷︷ ︸
Nwet

(2.8)

∆PD
dry =10−6

∫
S
Ndry ds (2.9)

∆PD
wet =10−6

∫
S
Nwet ds (2.10)

Saastamoinen [1972] proposed a separation of the refractivity Ntot and, accordingly, of the
total path delay, into a hydrostatic refractivity Nhs summing the influence of dry air and
the contributions of water vapour not caused by its dipole moment and a non-hydrostatic
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2 Atmospheric Water Vapour

refractivity Nn−hs describing the influence of the water vapour dipole characteristics. By
applying the ideal gas law:

pi = ρi
R

Mi
T (2.11)

with R the universal gas constant, ρi the density,Mi the molar mass and pi the partial pressure
of the gas i, Eq. 2.7 can be transformed into:

Ntot = k1
R

Mdry
ρtot︸ ︷︷ ︸

Nhs

+
(
k2 − k1

MH2O

Mdry

)pH2O

T
+ k3

pH2O

T 2︸ ︷︷ ︸
Nn−hs

. (2.12)

Thus the hydrostatic delay ∆PD
hs and non-hydrostatic delay ∆PD

n−hs are:

∆PD
hs = 10−6

∫
S
Nhs ds (2.13)

∆PD
n−hs = 10−6

∫
S
Nn−hs ds (2.14)

The hydrostatic part of the delay is generally the much greater portion: In zenith direction at
sea level it amounts to approximately 2.3m. The very variable non-hydrostatic delay normally
ranges between 1 cm to 40 cm in zenith direction [Elgered, 1993].

Path Delay Modelling

A reasonable estimation of the atmospheric refractivity along the ray path from sender to
receiver is fairly difficult, especially when the influence of atmospheric moisture is included.
Saastamoinen [1972] has proposed a model for ∆PD , based on gas laws, which requires know-
ledge on the ground temperature Tlocal, local ground pressure plocal, local ground water vapour
pressure pH2O,local and the signal direction through elevation angle z:

∆PD
Saas = a1

cos z ·
[
plocal +

(
a2
Tlocal

+ a3

)
· pH2O,local −B tan2 z+

]
+ δR (2.15)

with the correction term B for pressure (depending on station height), δR for range (depending
on observation angle and station height) and the constants a1 = 0.002 279mhPa−1, a2 =
1153K and a3 = 0.074 [Rüeger, 2002]. The values for B and δR are listed in tables, e.g.
[Hofmann-Wellenhof et al., 2001]. Troller [2004] describes a split of ∆PD

Saas into a dry delay
∆PD
dry and wet delay ∆PD

wet :

∆PD
dry = a1

cos z ·
(
plocal − a4 · pH2O,local −B · tan2 z

)
+ δR, (2.16)

∆PD
wet = a1

cos z ·
( a2
Tlocal

+ a5
)
· pH2O,local. (2.17)

The constants are: a4 = 0.155 471 and a5 = 0.205 471.
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2.3.3 Path Delay and Precipitable Water Vapour

In some measurement methods, such as GNSS meteorology, estimates for path delays are
computed. Other methods, as LIDAR or DOAS described in Chapter 3, are deriving water
vapour abundances. In order to compare the results of different methods or to introduce
values into weather models, Bevis et al. [1992] describe a procedure to convert the mentioned
quantities.

The Precipitable Water Vapour (PW), which is sometimes also called Integrated Water Vapour
(IWV), describes the total mass of water vapour of density ρH2O [kg/m3] along the ray path
S with respect to an area of 1m2 at the ground in [kg/m2]:

PW [kg/m2] =
∫
S
ρH2O(s) ds (2.18)

Often the water vapour amount is also expressed as liquid water column height PWcondensed:

PWcondensed [m] = PW

ρH2O,liquid
(2.19)

where ρH2O,liquid is the density of liquid water. The precipitable water vapour in zenith
direction ZPW [m] between levels hb and ht is given by:

ZPW =
∫ ht

hb

ρH2O(z) dz (2.20)

To relate path delays and water vapour amounts, a conversion factor κ is introduced:

ZPW = κ · ZWD (2.21)

with ZWD being the Zenith Wet Delay, corresponding to the calculated value of Eq. 2.17
with z = 0. According to Elgered and Jarlemark [1998] for an effective mean temperature of
270K a PW value of 1 kg/m2 corresponds to a wet delay of 6.5mm. For the computation of
κ Davis et al. [1985] suggest the introduction of a weighted mean temperature Tm:

Tm =
∫

(p/T ) dz∫
(p/T 2) dz (2.22)

p and T denote the height-dependent total pressure and absolute temperature. κ according to
Bevis et al. [1992] is then given by:

1/κ = 10−6(k3/Tm + k2)RH2O (2.23)

with RH2O being the specific gas constant for water vapour (RH2O = R
MH2O

). If the vertical
atmospheric temperature distribution cannot be obtained from numerical weather models or
profiles from radiosondes, Bevis et al. [1992] suggest an estimation for Tm using ground tem-
peratures Ts:

Tm = τ1 · Ts + τ2 (2.24)
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2 Atmospheric Water Vapour

with the constants τ1 = 0.72 and τ2 = 70.2K.

2.3.4 Mapping Function

For the sake of comparability it is convenient to estimate path delays in direction of the zenith
ZPD, using previously determined slant path delays SPD(z) which describe the propagation
error at a specific measurement site for observations with zenith directions z greater than 0°.
The conversion between slant delays and zenith delays is carried out using mapping functions
m(z):

ZPD = SPD(z)
m(z) (2.25)

A multitude of different mapping function approaches exist, the simplest being m(z) = 1
cos z .

More accurate formulas include also the influence of the earth’s curvature. An often used
mapping function is proposed by Marini [1972]:

m(z) = 1
cos z + a

cos z+ b
cos z+ c

cos z+...

(2.26)

for which different sets of constants a, b, c exist [Troller, 2004]. Niell [1996] proposes a different
approach which does not require any meteorological data, but only information on the receivers
geographic location and the season. Also models taking care of the azimuthal anisotropy of
the atmosphere exist.

2.4 Retrieval Methods

Direct observations play the most important role in the assessment of the atmospheric water
vapour content. A large number of dedicated retrieval methods serving specific needs have
emerged. In this section a few of the different approaches are shortly outlined, namely:

• In-situ measurement methods

• Water Vapour Radiometry (WVR)

• LIDAR

• Fourier Transform Infrared Spectrometry (FTIR)

• Sun Photometry

• GPS Meteorology

The listing above is by no means complete and the selection of the described methods or
method groups is arbitrary, but does serve particular intentions: By describing the in-situ
measurements nowadays deployed with their strengths and limitations the role of remote sens-
ing techniques should be emphasized. Water Vapour Radiometry is maybe the most widely
applied ground-based measurement technique for remote water vapour sensing and, in terms of
instrumental effort, comparable to the method of Solar Lunar Spectrometry. The differential
LIDAR approach (DIAL) shows certain similarities to Differential Optical Absorption Spec-
troscopy (DOAS) as it is applied in this work. However FTIR and Sun Photometry, measuring
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direct light solar absorption as a water vapour signature, show even greater similarities. GPS
Meteorology has been used in this work for validation purposes.

To this date no method for the determination of water vapour concentrations in the atmosphere
has established itself as the clearly most advantageous procedure. The usefulness and accuracy
of different approaches depend on many parameters, such as the observed atmospheric region,
the demanded spatial (especially vertical) and temporal resolution, the mixing ratios or the
atmospheric conditions. Intercomparison of the independent methodological approaches under
different conditions are necessary to further assess the potentials of the different techniques.

This section focuses on measurement methods providing local humidity profiles or total column
abundances. The vast field of satellite measurement systems which have been deployed will
not be discussed in detail. Unlike ground-based instruments they can provide far greater spa-
tial coverage: Sensors installed on geostationary satellites continuously provide observations
of a certain area, whereas satellites orbiting the earth at heights below 1000 km, such as the
weather satellites belonging to the TIROS series, have broad geographical coverage, but ob-
tain only a few local water vapour profiles a day at a given location. The chosen instrumental
approaches for satellites are mirroring the applied principles for ground-based instruments.
Down-looking radiometers are measuring emitted radiation either in the infrared (e.g. High
Resolution Infrared Radiation Sounder (HIRS)) or the microwave region. Other systems like
SCIAMACHY (Scanning Imaging Absorption spectroMeter for Atmospheric CHartographY)
are measuring differential optical absorption in back-scattered or emitted light in the UV, VIS
and NIR. Besides many nadir-looking experiments, instruments analysing radiation transmit-
ted through the atmospheric limb are providing information on the vertical distribution of
humidity and with their long ray paths especially target higher altitudes with very low con-
centrations. Such occultation experiments can analyse sun or moonlight travelling laterally
through the atmosphere, deriving the moisture from absorption strength [Rind et al., 1993].
Another possibility is the analysis of received radio signals from GNSS satellites with low el-
evations by an instrument mounted on a satellite on a low earth orbit track (e.g. CHAMP).
A comprehensive overview on current satellite missions is, e.g., given by Kämpfer [2012].

2.4.1 In-situ measurements

The most common in-situ measurement method is the launch of balloon-borne radiosondes
allowing the retrieval of vertical atmospheric profiles of different parameters, such as temper-
ature, humidity, air pressure, wind speed and direction or concentrations of other atmospheric
constituents (e.g. ozone) up to the height of around 30 km [Richner, 1999]. The mean height
resolution for humidity measurements typically amounts to 50m. Launching radiosondes is re-
latively expensive, hence 2 to 4 starts are ordinarily conducted per launch site a day. The data
collected by the sensors is transmitted to the ground via radio signals. Compared to various
remote sensing methods with measurement intervals of few minutes or even less, the temporal
resolution is very low and does not allow monitoring of rapid changes in the atmospheric
constitution.

Furthermore the distribution of launch sites is very sparse. In Switzerland only one permanent
launching site exists run by MeteoSwiss in Payerne (VD), in Germany currently 16 stations
are counted. The worldwide distribution of the over 800 routinely operated stations is very
uneven and concentrated in the industrialized nations. Polar regions and oceans are largely
unrepresented [Vey, 2007].

For the retrieval of water vapour profiles mostly capacitive humidity sensors are deployed
nowadays. The water vapour is absorbed by a polymeric layer used as the dielectric of an
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electric capacitor changing its capacity. The response time of the sensor ranges from a few
seconds near ground-level to several minutes at heights with low temperatures [Kämpfer,
2012]. Besides the capacitive sensors measuring the relative humidity, also dew/frost-point
hygrometers obtaining absolute water vapour concentrations are used. In such hygrometers the
temperature of a sample of moist ambient air is adjusted until the point is reached where dew
or frost is just forming [Vömel and Jeannet, 2012]. This equilibrium temperature of a 2-phase
system vapour/liquid or vapour/solid is kept and measured. From this temperature the vapour
pressure can be deduced using the Clausius Claperyon equation (see Eq. 2.1). A third sensor
technique with a high dynamic range are fluorescence hygrometers, monitoring the intensity
of emitted fluorescence due to relaxation of excited OH (produced by photodissociation of
atmospheric H2O with UV radiation) into the ground state.

The accuracy of the registered humidity profiles is largely determined by the calibration of
the sensors before launch. After correction of several systematic biases relative uncertainties
for relative humidity at temperatures above 20 ◦C of ± 3% to 5% can be reached [Kämpfer,
2012]. For the interpretation of the obtained measurements of the vertical water concentration
profiles, it has to be taken into account that radiosondes are often affected by winds which can
lead to horizontal deviations of up to 250 km from the launch site [McGrath et al., 2006].

Nonetheless balloon sondes still form an important tool in order to validate the remote water
vapour sensing methods. They also provide information on specific weather phenomena (such
as intra-tropospheric temperature inversions) which can consequently be taken into account in
the modelling procedure for various measurement methods, such as GNSS tomography, Water
Vapour Radiometry or solar photospectrometry.

In situ measurement methods can also be applied using drop-sondes or sondes attached to
aircraft (e.g. EU-funded project “Measurement of ozone and water vapour by Airbus in-service
aircraft (MOZAIC)”, [Marenco et al., 1998]).

2.4.2 Water Vapour Radiometry

Water Vapour Radiometers (WVR) are among the most commonly applied instruments for
remote moisture sensing of the earth’s atmosphere. Especially they have been applied over dec-
ades to correct for the refractivity fluctuations of the neutral atmosphere disturbing very-long-
baseline interferometry (VLBI) measurements used for the estimation of geodetic parameters
[Elgered et al., 1991]. WVR measure the background radiation emitted by the water vapour
molecules at specific microwave frequencies along the line of sight. The radiation is emitted
due to thermal excitation. Various pressure-broadened emission lines belonging to rotational
transitions can be used for the task. Ground-based WVR commonly measure at two different
frequencies: On a primary frequency reacting more sensitively to water in its gaseous form,
and on a secondary frequency used for the correction of the influence of liquid water. Often
WVRs are using frequency pairs in the spectral vicinity of the water vapour line centred at
22.235GHz which is a rather weak transition: Thus radiation emitted by water molecules at
high altitudes is only slightly attenuated when arriving at the ground-based measurement site
[Elgered, 1993]. Wu [1979] describes the process of finding optimal frequency pairs where “the
thermal radiations due to liquid water at the two frequencies cancel one another when linearly
combined” and where the degree of dependence on the circumstances such as measurement
site, season or meteorological profiles is reduced or can be corrected by surface measurements.
Single-channel WVRs can normally only provide accurate estimates when operating during
clear-sky conditions. Jarlemark and Elgered [2003] describe a process where for single-channel
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WVRs the disturbing influence of liquid water can be reduced through studies of the rapid
brightness temperature fluctuations by application of a Kalman filter.

Figure 2.5: Computed brightness temperature spectrum of the atmosphere under different
humidity conditions. The lower curve shows the emission spectrum in absence of water
vapour, the upper curve at a total concentration of 20 kg/m2. Prominent are the water
vapour emission lines around 22GHz and 183GHz (adapted from Resch and Claflin
[1979]).

The radiation emitted by an ideal blackbody is described by Planck’s Law (see 3.8.1). For
radiation with long wavelengths the Rayleigh-Jeans approximation describing the spectral
radiance Bλ as a function of the temperature T and wavelength λ can be used:

Bλ(λ, T ) = 2 · c · kB · T
λ4 (2.27)

where c is the speed of light and kB the Boltzmann constant. In this approximation the
spectral radiance Bλ of a black body is proportional to its absolute temperature T . Thus
the spectral radiance of any origin can be directly attributed to the temperature Tb of a black
body emitting the same spectral radiance. Used in this way as a measure for spectral radiance,
Tb is called brightness temperature [Kruse, 2001]. The brightness temperature of a radiating
grey body at a physical temperature T with an absorption factor α is Tb = αT ≤ T . This is
the expression for the reduced grey body emission with respect to a blackbody of the same
temperature T . For a blackbody α = 1.

The frequency-dependent signal strength Tb at the measurement site s0, which includes con-
tributions of emissions at different altitudes can be written as [Kämpfer, 2012]:

Tb(ν, s0) = Tb,BGe
−τ(ν,s1) +

∫ s1

s0
T (s)α(ν, s)︸ ︷︷ ︸

Tb(ν,s)

e−τ(ν,s) ds (2.28)

with ν the frequency, s1 the upper atmospheric boundary, α(ν, s) the absorption coefficient
(and likewise emission coefficient) depending on frequency and the local molecule concentration
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along the ray path. Tb,BG is the brightness temperature of the radiation background. τ(ν, s),
the the opacity, is:

τ(ν, s) =
∫ s

s0
α(ν, s) ds (2.29)

The computation of the emission spectrum is not possible without information on the at-
mospheric conditions as temperature, pressure and also density profile of water vapour. For
reliable WVR measurements a great number of calibration procedures have to be conducted,
especially brightness temperature calibration using targets of different temperatures (often
referred to as cold and hot loads). Still WVR seem sometimes suffering from considerable
systematic uncertainties. Especially the improperly modelled temperature and water vapour
height profiles and the uncertainties of the absorption coefficients can lead to measurement
errors [Elgered et al., 1991].

WVR can be operated from ground, measuring radiation emission against the cold background
of space, or in down-looking mode from platforms, such as satellites, measuring the corres-
ponding absorption lines in the background radiation from earth [Bevis et al., 1992; Somieski
et al., 2006]. Reliability of space-based WVR is generally affected by the difficulty to model
the background radiation of land masses. Also the occurrence of overcast sky generally de-
grades the utility of down-looking WVR. Ground-based WVR are less prone to cloudiness,
but the occurrence of heavy rain-fall can also limit the accuracy. Compared with radiosondes,
ground-based WVR have a far better temporal resolution. Space-based instruments show
exactly the opposite characteristics, providing great spatial but limited temporal resolution.
Increasingly dedicated WVR instruments able to determine water vapour and temperature
profiles are deployed (compare, e.g., [Ware et al., 2003]). A fundamental description of the
methodology to retrieve tropospheric path delays from microwave radiometry can be found at
Elgered [1993].

2.4.3 LIDAR

LIDAR (Light Detection and Ranging) comprises various techniques allowing the character-
isation of different physical properties of remote targets by studying the backscattered portion
of light emitted in direction of the target. The measurement technique has numerous fields of
application – among the most prominent geodesy, where ground- or space-based laser-scanners
allow to derive 3-dimensional models of physical targets (buildings, topography) and atmo-
spheric sensing. In atmospheric studies, physical properties of air masses can be measured,
e.g. air density, wind speed, gas mixing ratios, temperature or aerosol characteristics [Leblanc
et al., 2012]. LIDAR stations are often ground-based, but also air-borne platforms exist.

When applying this active measurement method for atmospheric sensing, typically monochro-
matic light from one or several lasers, emitted in form of short high-energy pulses, are used
nowadays [Leblanc et al., 2012]. Different scattering processes are observable: Rayleigh scat-
tering at molecules, Mie scattering at particles (both elastic scattering processes) or inelastic
Raman scattering (compare, e.g., [Hinkley, 1976; Svanberg, 1994]). In a radar-like mode an
optical telescope registers the fraction of the backscattered light (and its temporal intensity
variations) gathered within the telescope’s field of view. With the knowledge on the time
difference between radiation emission and reception of the backscattered signal the obtained
target characteristics can be related to the distance r of the scatterer from the instrument.
Profile information with a spatial resolution ranging from several meters to several hundred
meters are achieved depending on the application. With a series of measurements in different
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directions also 3-dimensional concentration fields can be computed. The fundamental LIDAR
equation, describing the relation between the number of emitted photons PE and the received
backscattered signal PD of a volume element with thickness δr at the distance r can be written
as follows, according to Leblanc et al. [2012]:

PD(r, λD) = PE(r, λE)κL(λD)OL(r)ALδr
r2 β(r, λE → λD)t↑(r, λE)t↓(r, λD) (2.30)

Variable Description

λE Wavelength of the emitted light (laser wavelength)
λD Detected wavelength of the backscattered radiation
κL Optical transmittance and quantum efficiency of the receiver channel
OL Telescope field of view and laser beam overlap (between 0 and 1)
AL Telescope receiving area
β Total backscatter coefficient for the observed scattering process (dependent on λE , λD)
t↑ Total atmospheric transmittance on the way up from emitter to the scattering volume
t↓ Total atmospheric transmittance on the way down from the scattering volume

to the receiver

Figure 2.6: Principle of atmospheric sensing using LIDAR: A laser emits monochromatic light
into the atmosphere. A fraction of the light is backscattered by the various atmospheric
constituents. Radiation travelling back into the field of view of the receiver telescope can
be registered by the detector unit. By analysis of the propagation time and the intensity of
the backscattered signals, concentration profiles in direction of the laser can be obtained.
With the laser beam meeting layers of higher concentrations the backscattered intensity
increases with respect to a standard atmosphere. The backscattered intensity steadily
decreases with increasing height of the scattering volume.

The transmittance values t↑ and t↓ are the integrated wavelength-dependent extinction coef-
ficients (through scattering and absorption) along the ray path between the LIDAR system
and the scattering volume. As shown in Fig. 2.6, in absence of a specific scattering species,
PD generally decreases with increasing distance to the LIDAR.

For atmospheric water vapour sensing generally two different LIDAR approaches are used:
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Water Vapour Raman LIDAR and Differential Absorption LIDAR (DIAL). Measurements
of water vapour mixing ratios from ground up to 8 km have been executed successfully for
more than 20 years [Leblanc et al., 2012]. Measurements at higher levels, especially above
the tropopause, are far more difficult: Water vapour mixing ratios are around four orders
of magnitude lower, which markedly raises the instrumental requirements (larger telescopes,
more powerful lasers).

Water Vapour Raman LIDAR

Raman LIDAR does not register backscattered light which is spectrally close to the emitted
radiation. It makes use of the much more selective inelastic Raman backscattering process.
This technique has its limitations due to the much weaker Raman backscatter signal which
is typically about 103 times weaker than Rayleigh scattering. Thus it is mostly applied for
sensing of the main atmospheric constituents N2 and O2. But it has also been successfully
applied for the determination of water vapour profiles (e.g Ansmann et al. [1992]).

In the case of Raman LIDAR, with well-selected emission and receiving wavelengths, the local
backscattering coefficient β in Eq. 2.30 does include but the radiation caused by rotational
Raman transition of a specific molecule:

β(r, λE → λD) = σM (T (r), λE , λD) ·NM (r) (2.31)

with σM denoting the temperature dependent Raman backscattering cross section and NM the
sought molecule number density. By inserting Eq. 2.31 into Eq. 2.30 and solving the latter
for NM , the mixing ratio can be found. To estimate the influence of the remaining unknowns
in the equation (e.g. extinction by particles, quantum efficiencies, overlap functions) a Raman
signal of a reference molecule with a well-known mixing-ratio (mostly Nitrogen or Oxygen) is
acquired using a secondary receiver channel. An extensive description can, e.g., be found in
Weitkamp [2005].

Differential Optical Absorption LIDAR (DIAL)

An often applied technique, especially for the monitoring of human-made or natural emissions
(as of volcanic and geothermal sources), but also for meteorological purposes is Differential Op-
tical Absorption LIDAR (DIAL). Unlike Raman LIDAR with only one emission wavelength,
DIAL typically makes use of two lasers with close-by wavelengths. Similarly to the DOAS
method, a wavelength λon, where the sought-after molecule is showing strong absorption (cen-
ter of an absorption line), and another wavelength λoff , where minimal absorption takes
place, are observed. The number density of water vapour can be found using the so-called
DIAL equation [Leblanc et al., 2012]:

NH2O = − 1
∆σ↑(r) + ∆σ↓(r)

d

dr

[
ln
(
Pon(r)
Poff (r)

)]
(2.32)

with ∆σ↑(r) and ∆σ↓(r) being the absorption cross section differences between the on-band
and off-band frequency on the way up and down, respectively. Pon and Poff are the distance-
referenced detected intensities of the on- and off-band. DIAL, by taking the ratio of two
backscatter signals (see Fig. 2.7), can be seen as a cognate method of DOAS, as many broad-
band influences can be neglected. But unlike traditional DOAS, as described in Chapter
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3, DIAL offers also the assessment of the spatial distribution of water vapour [Vogelmann,
2005].

Figure 2.7: Principle of Differential Absorption LIDAR (DIAL) applied for air pollution
sensing. Radiation is emitted on two close-by wavelengths, see (a) and the small graph
in (b). The backscattered signals at both wavelengths is registered (b). By building
the ratio (c) of the on- and off-band signals, spatially resolved information on the gas
concentration can be obtained (adapted from Edner et al. [1987]).

2.4.4 Fourier Transform Infra-red Spectrometry (FTIR)

Besides the absorption in the VIS/NIR, water vapour and many other atmospheric constituents
also cause strong absorption in the mid-infrared region. Studies of these absorption features in
sun or moon light for water vapour determination are conducted using high-resolution Fourier-
transform spectrometers, instead of a dispersive approach as used in this work. By analysing
single lines in the range between wavelengths of 1 µm to 14.3 µm in the solar or lunar spec-
tra, gathered by a sun-tracking telescope, total column concentrations can be obtained and,
through analysis of the line profiles, low-resolution vertical profile information is retrievable.
When measuring in spectral regions below wave numbers of 1000 cm−1 atmospheric emission
contributions have to be considered.

The feasibility of FTIR for water vapour retrieval has long been hindered by the lack of
sufficiently accurate spectral data [Sussmann et al., 2009]. To this date around 25 ground-
based FTIR stations are installed around the world. Comparisons with radiosondes have shown
very good agreements. For a detailed description see also Sussmann and Schäfer [1997].

2.4.5 Solar and Lunar Spectrophotometry

Unlike in the DOAS method applied here or the above described FTIR, in sun spectrophoto-
metry the integrated spectrally broad absorption bands including a multitude of absorption
lines are analysed, instead of distinct single absorption features. The methodology has lately
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also been successfully applied using lunar light [Querel and Naylor, 2011]. As visible in Fig.
2.8, the wavelength region between 800 nm and 1050nm is often analysed (e.g. Thome et al.
[1994]).

Figure 2.8: (a) shows a simulated transmission spectrum between 800nm to 1050nm. (b)
shows the transmission spectrum of optical filters used for the different spectral channels.
(c) displays the effective transmission through each spectral channel A to D (adapted from
Querel and Naylor [2011]).

Spectrophotometers sequentially observe the intensity of different spectral bands using, e.g.,
band pass filters (see Fig. 2.8). As spectral bands wavelength regions with practically no ab-
sorption (off-band) and others including only water vapour transitions are chosen (on-band).
The spectral windows are typically between 5 nm to 20nm broad. The ratio between on- and
off-band intensities, assuming no absorption lines are reaching saturation, is directly propor-
tional to the amount of water vapour. “This ratio is compared to the transmission values in
a precomputed look-up table constructed for the observation site” [Querel and Naylor, 2011]
thus assigning it to absolute PW values. The calibration of this technique can either be sup-
ported using radiosondes or using radiation transfer models. The accuracy of the method
therefore depends on the assumptions for the radiative transfer and the correct consideration
of the spectral response of the instrument optics and the detector.

2.4.6 GNSS Meteorology

Today different Global Navigation Satellite Systems (GNSS) are fully or partly operational,
such as GPS, GLONASS, BeiDou or GALILEO. Data from these systems can be altogether
used to conduct GNSS meteorology as described by Bevis et al. [1992]. To shortly outline
the underlying principle in this section, GPS will be used as a proxy for all GNSS systems.
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The Global Positioning System GPS (officially NAVSTAR-GPS) has been developed by the
Department of Defense (DoD) of the United States and has been fully operational since 1993
[Zogg, 2009]. The principle aim of the satellite system is to globally provide precise data on
position and time. The system comprises a satellite segment with at least 24 satellites arranged
in 6 tracks orbiting the earth in an altitude of 20 180 km with an orbit inclination of 55°. Each
satellite orbits the planet twice every sidereal day. The constellation ensures the simultaneous
visibility of at least four satellites at every point on the global sphere and thus the computation
of a 3-dimensional position and the determination of the receiver clock error. The satellites
transmit continuous radio signals on up to three carrier frequencies. Frequency stability is
realized by use of on-board atomic clocks. A comprehensive description of the system can be
found in Seeber [2003].

A measurement mode called pseudo-ranging takes advantage of the digital codes modulated
onto the carrier signals. The code contains amongst other things information about the satellite
clock time, satellite orbit and several correction data. By use of this so-called Navigation-Code
the receiver is able to compute the transmission time of the signal from satellite to measurement
site through autocorrelation with a receiver-generated code signal. The shift between the two
signals in this process is a measure for the signal transmission time. Knowing the transmission
time ∆ti of the signal from satellite i one can compute the so-called pseudo-range PSRi:

PSRi = ∆ti · c = Ri + ∆tclock · c (2.33)

PSRi does not exactly equal the geometrical distance Ri between satellite and receiver, as
the receiver’s clock, and also the satellite clock to a smaller degree, are affected by unknown
clock errors (here summarized in ∆tclock) with respect to the GPS time. c is the speed of
light. With data from at least four satellites the unknown distances Ri (or rather the three
Cartesian coordinates of the receiver position) and the receiver clock error can be computed.
Pseudo-ranging is mainly used for navigation purposes and applications with limited accuracy
demands.

Since its introduction GPS and other services subsumed under Global Navigation Satellite Ser-
vices (GNSS) have revolutionized geodesy due to their precision, weather independence and
worldwide availability. Numerous geodetic and geophysical applications, such as research on
crustal motion associated with earthquakes, monitoring of volcanic activity or plate tectonics
are in need of position accuracy in the millimetre-range. This can only be achieved by per-
forming a comparison of the carrier signal phase shifts between the receiver-generated wave
and the received satellite wave.

The observation phase Φk
i in the case of phase measurements can be expressed as follows

[Rothacher, 1992; Teunissen and Kleusberg, 1998]:

Φk
i (t) = ρki (t, t− τki )− Iki + T ki + rki +mk

i + c ·
[
dti(t)− dtk(t− τki )

]
+ c
[
δi(t) + δk(t− τki )

]
+ λ

[
Φi(t0)− Φk(t0)

]
+ λNk

i + εki
(2.34)

The measurement of the signal phase Φk
i yields only a fragment of the signal wavelength. For

a computation of the receiver coordinates at a particular time primarily the phase ambiguities
Nk
i have to be determined. As described in Eq. 2.34 the observations are influenced by a large

number of effects and errors which in the processing of the signals either have to be quantified
or eliminated.
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Symbols Description

Φki Observed phase from satellite k signal by the receiver i
t Observation time
τki Signal propagation time from satellite k to receiver i
ρki (t, t− τki ) Geometric distance between electric phase-center of satellite k and receiver i
Iki Signal delay due to ionospheric effects
T ki Signal delay due to tropospheric effects
rki Relativistic effects
mk
i Multipath effects

c Speed of light (vacuum)
dti(t) Receiver clock error
dtk(t− τki ) Satellite clock error[
δi(t) + δk(t− τki )

]
Signal delay due to receiver i and satellite k hardware

λ Wavelength of carrier waves[
Φi(t0) − Φk(t0)

]
Phase difference between satellite i and receiver k at time to

Nk
i Phase ambiguity (integer number of phase-cycles)

εki Residual of phase observation

Table 2.1: Explanation of variables in Eq. 2.34

A number of procedures addressing and largely eliminating distinct errors exist. Some of the
most important ones are [Dach et al., 2007]:

• Single differences
Computing the difference of two phase observations of two different receivers to the
same satellite serves to eliminate the satellite clock errors, satellite hardware effects and
satellite start phase.

• Double differences
Computing the difference of two single differences associated with two different satellites
leads to thorough elimination of the receiver clock error, receiver hardware effects and
receiver start phase.

• Ionospheric Correction
Due to its dispersive characteristics regarding microwave signals the influence of the
ionosphere can mostly be eliminated by computing a linear combination of the phase
observations Φ for two carrier waves (here L1 and L2 with frequencies f1 and f2, re-
spectively) at the same epoch. Different linear combinations are in use, the ionospheric
free linear combination Φ(L3) being one of the most prominent [Seeber, 2003]:

Φ(L3) = f2
1

f2
1 − f2

2
· Φ(L1)− f1f2

f2
1 − f2

2
· Φ(L2). (2.35)

Unlike the ionospheric influence, the effects caused by the troposphere cannot be eliminated
in a similar way since the troposphere is a non-dispersive medium for radio signals, and thus
has to be approached using models and dedicated direct observations. As described above, the
influence of the troposphere in absence of moisture can be modelled very accurately (2.3.2).
The non-hydrostatic part of the delay cannot be modelled with an accuracy better than a
few centimetres though [Mendes and Langley, 1995] and thus enters the GPS processing as an
unknown variable, which is to be estimated [Vey, 2007].

Bevis et al. [1992] first described the possibility to reversely determine water vapour con-
centrations by estimating tropospheric path delays from fixed GPS receiver stations. The
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translation from the estimated path delays to water abundances is carried out as described in
Section 2.3.3.

One difficulty when estimating tropospheric path delays lies in its strong correlation with the
station height, which is estimated simultaneously. This holds true at least for observations
with great elevation angles [Vey, 2007]. This issue can be addressed by including observations
of satellites with low elevation angles, but with an adjusted lower weighting due to their higher
uncertainty levels (e.g. lower S/N ratio). Low-elevation observations on the other hand also
increase the sensitivity to mapping function errors. Other effects lowering the accuracy of the
estimated path delays are insufficient modelling of the antenna phase center and the antenna
radome or station specific influences like multipath. Nevertheless the operation of dense per-
manent GNSS networks has proven to be valuable in delivering near-real time data supporting
weather forecasting as well as to yield information on long-term spatial concentration devel-
opment applicable in climate monitoring and for the evaluation of climate models [Elgered,
2013].

GNSS Tomography

Conventional GNSS meteorology produces total slant delays, which can be mapped onto other
directions, foremost to the zenith. However, no information on the distribution of water
vapour along the ray path can be deduced from GNSS observations. In recent years a large
number of dense permanent GNSS receiver networks has emerged yielding the possibility to
apply tomographic approaches in order to evaluate temporal and spatial distributions of water
vapour in the atmosphere.

In GNSS tomography the space above the field of receivers is discretized with a 3-dimensional
voxel model [Kruse, 2001]. For each of the voxel i a single refractivity Ni is assumed. The
total slant path delay ∆PD

j for a ray path j becomes.

∆PD
j = 10−6 ·

k∑
i=1

Ni∆sj,i (2.36)

with k the number of voxels passed through by the ray, and ∆sj,i the length of the ray path
j inside the voxel i. A stack of observations can be written as a matrix equation [Troller,
2004]:

∆P D = A ·N (2.37)

with ∆P D as vector including all path delay observations, N as refractivity vector and A as
design matrix including the path length fragments. In order to make the design matrix A in-
vertible and thus to be able to solve the equation system 2.37 many observations with different
elevation angles, a sufficient height distribution of the receiver stations and the introduction of
different constraints, as limits for neighbouring voxel refractivity differences, are necessary.

As observations in the tomographic adjustment process not only slant delays can be used (as
e.g. described by Flores et al. [2000]) – often approaches using double difference residuals
are pursued [Perler et al., 2011]. The potential of GNSS meteorology derived integrated
water vapour concentrations and the thereof deduced three-dimensional distributions using
tomographic approaches to validate or improve numerical weather prediction models (NWP)
and to contribute to hydrological hazard assessment, has gained increasing evidence (Hurter
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et al. [2012], Lutz et al. [2010]). Crucial for a good reconstruction of the three-dimensional
water vapour field a is dense receiver network and a sufficient number of slant observations
(preferably also at low elevation angles) [Bender et al., 2009].
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Principle of Solar Lunar Spectrometry

3.1 Absorption Spectroscopy

Spectroscopic methods have played a crucial role in the research on the chemical constitution
and physical properties of the earth’s atmosphere for far more than a century. Especially
analysis of atmospheric radiation absorption has been conducted for identification and quanti-
fication of trace gases thus contributing considerably to the understanding of manifold chemical
and physical processes taking place in the various layers of the atmosphere. To this date ab-
sorption spectroscopy applications form powerful tools to derive information on the chemical
composition of the open atmosphere and on the temporal and spatial variations of molecular
concentrations [Platt and Stutz, 2008]. The importance of the named methodology is ever
growing, especially in the context of global warming, due to the increasing input of trace gases
and aerosols produced by human civilization, which disturbs the balance of the atmosphere
on local and global scale and has to be understood more closely.

Measurement methods belonging to the realm of quantitative absorption spectroscopy are
mostly based on Lambert-Beer’s law which describes the absorption of collimated electromag-
netic radiation travelling a distance L through a volume containing an absorber (gaseous or
liquid) with a homogeneous concentration c. The gaugeable intensity I at a certain wavelength
λ incident on the detector can be written as [Platt and Stutz, 2008]:

I(λ) = I0(λ) · e−(σ(λ)·c·L). (3.1)

I0(λ) denotes the initial light intensity, while σ(λ) stands for the wavelength-dependent ab-
sorption cross section, a characteristic for each molecular species. Hence the sought-after
concentration of a specific species can be derived from the measured ratio I(λ)/I0(λ), the nat-
ural logarithm of which is called the optical density or absorbance D for a layer of a specific
absorber:

c =
ln
(
I0(λ)
I(λ)

)
σ(λ) · L = D

σ(λ) · L. (3.2)

If more than one species j is present, a superposition of the different absorption contributions
takes place and Eq. 3.1 can be written as follows:

I(λ) = I0(λ) · exp
[
−L ·

∑
j

(σj(λ) · cj)
]
. (3.3)
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3.2 Differential Optical Absorption Spectroscopy
(DOAS)

The direct application of Lambert-Beer’s law as described above to measure concentrations
of gaseous species in the open atmosphere in contrast to an enclosed terrestrial experiment
has its limitations due to various reasons. The initial intensity I0(λ), which in a laboratory
measurement can be determined by measuring of the intensity in absence of the absorber, is not
known. This applies especially when celestial bodies are used as a light source. Additionally
the light not only undergoes absorption by a large number of different species, but is also
attenuated along the ray path due to scattering at air molecules (Rayleigh scattering) and
aerosol particles (Mie scattering). Also a general transmissivity influence of the different
optical elements in the measurement instrument has to be considered. This includes also the
wavelength-dependent signal generation of the detector. Platt and Stutz [2008] suggest that
Lambert-Beer’s law for measurements in the open atmosphere can be rewritten as:

I(λ) = I0(λ) · exp
[
−L ·

(∑
j

(σj(λ) · cj) + εR(λ) + εM (λ)
)]
·A(λ) (3.4)

with εR and εM denoting the influence of Rayleigh-Scattering and Mie-Scattering, and A(λ)
describing the compound influence of instrumental and turbulence effects. εR and εM depend
on the concentration and optical properties of the involved particles.

Figure 3.1: Schematic illustration of the various effects (and their wavelength-dependence)
affecting the spectral composition of light beam emitted by a suited broadband light
source which have to be considered in the application of absorption spectroscopy in the
open atmosphere (from Platt and Stutz [2008]).

Conducting the described approach of classical absorption spectroscopy for atmospheric studies
would afford to quantify said additional influences through modelling procedures or auxiliary
measurements. While a fairly good modelling of the initial intensity of the sun would be
possible (see, e.g., Krivova and Solanki [2013]), various other effects, such as the different
scattering effects, cannot be determined with sufficient accuracy or only with tremendous
effort.

Differential optical absorption spectroscopy (DOAS) addresses the aforementioned issues by
obtaining spectrally resolved intensity measurements in a certain wavelength range (spectral
channels obtained simultaneously or non-simultaneously) and by assuming that the scatter-
ing processes and instrument transmittance effects commonly only exhibit spectral structures
which can be considered as being “broadband”, whereas absorption structures, when measured
with high-resolution spectrometers, yield comparatively “narrowband” line structures. This
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allows a separation of the absorption cross section into a smooth, slowly-varying part σb and
a rapidly changing part σn describing molecular absorption:

σj(λ) = σb(λ) + σn(λ). (3.5)

Combining 3.4 and 3.5, yields:

I(λ) = I0(λ) · exp
[
−L ·

(∑
j

(σn(λ) · cj)
)]

︸ ︷︷ ︸
narrowband absorption

·

exp
[
−L ·

(∑
j

(σb(λ) · cj) + εR(λ) + εM (λ)
)]
·A(λ)

︸ ︷︷ ︸
broadband absorption

. (3.6)

The second exponential function sums up all effects yielding broadband extinction patterns.
Thus a new artificial reference intensity I∗0 in absence of narrowband absorption features is
defined:

I∗0 (λ) = I0(λ) · exp
[
−L ·

(∑
j

(σb(λ) · cj) + εR(λ) + εM (λ)
)]
·A(λ). (3.7)

Figure 3.2: In Differential Optical Absorption Spectroscopy (DOAS) not the overall absorp-
tion is considered but the narrowband radiation attenuation τ with respect to a computed
reference intensity I∗

0 which represents the initial intensity distribution attenuated by a
number of broadband effects (a). The total absorption cross section σj(λ) thus can be
divided into a slowly-varying part σb and a rapidly-varying part σn (adapted from Bösch
[2002]).

The quantity described by Eq. 3.7 whose characteristic is its smooth wavelength-dependent
intensity variation in a spectrally resolved measurement, will be named baseline onwards, as
it acts as a new reference or base intensity to which again Lambert-Beer’s law can be applied
for occurring narrowband absorption features as illustrated in Fig. 3.2.

Thus the sought-after concentrations of a specific absorber can hence be determined by again
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applying 3.2, substituting σn(λ) for σ(λ), and I∗0 for I0:

c =
ln
(
I∗0 (λ)
I(λ)

)
σn(λ) · L . (3.8)

The differential optical absorption cross section σn(λ), necessary to derive c from Eq. 3.8, for
the element whose concentration is sought is normally obtained from literature (for a short
description of the spectroscopic databases used for this purpose, see 3.10).

3.3 Absorption Spectra

3.3.1 Absorption Process

Absorption of radiation by atoms or molecules is just one of different possible interactions of
electromagnetic radiation with matter. In the case of absorption the atoms or molecules are
excited through the energy of incident photons and thus reach higher energy levels. Below
the dissociation boundary the energy levels of atoms and molecules are discrete and can be
described by a set of quantum numbers [Platt and Stutz, 2008]. Molecules, as quantum
mechanical multi-particle systems, dispose of far more energy states than single atoms, due to
additional internal degrees of freedom coming from the ability of the molecule to rotate and
vibrate inter-atomically [Welz et al., 2005]. The energy ∆E absorbed by atoms or molecules in
a transition from energy level EM to an upper lever EM ′ is equal to the energy of the photon
with the frequency ν:

∆E = EM ′ − EM = hν (3.9)

with h denoting the Planck constant. As energy level differences are also discrete, only photons
of specific wavelengths (λ = c

ν , c being the speed of light) can be absorbed. Hence if an amount
of molecules of a certain species is illuminated by a light source emitting a continuous spectrum,
it results in a full or partial attenuation of radiation at characteristic spectral positions leaving
so-called absorption lines (for a description of the strength and shape of absorption lines see
Section 3.5).

The total energy stored within a molecule can be described as a sum of different energy
portions:

EM (Λ, v, J) = Eel(Λ) + Evib(v) + Erot(J) + Etr (3.10)

where Eel(Λ) is the energy of the electrons belonging to the molecule, Evib(v) the vibrational
energy stored in the oscillations of its atoms around their equilibrium positions and Erot(J)
the energy stored in the rotation of the molecule around its different axes of symmetry. Λ,
v and J are the respective quantum numbers which can be used to describe the molecule’s
excitation state. The term Etr stands for the energy stored in the translational motion of the
particle depending on temperature [Wozniak and Dera, 2007].

The stored electronic energy Eel(Λ) is determined through the location of electrons with respect
to the nuclei. The spatial probability density of electron presence in atoms allowed by quantum
mechanics, is described by so-called orbitals. The overlapping of atomic orbitals in molecules
leads to molecular orbitals which can be occupied by electrons. Through excitation of a photon
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an electron can transit to an orbital with a higher energy. As energy differences between
different electronic energy levels are relatively high (as in the case of atoms), photons with
higher frequency, belonging mainly to the UV (ultra-violet radiation) or VIS (visible radiation
range), are needed to initiate such transitions.

Molecules can also absorb energy from photons by increasing their vibrational energy level.
Evib is typically one to two orders of magnitude lower than Eel. Hence pure vibrational
transitions of molecules are mainly caused by lower energy IR (infra-red) radiation. The
vibrational energy in case of a single 1-dimensional harmonic oscillator can be described as:

Evib = hν
(
v + 1

2
)
. (3.11)

with v, the vibrational quantum number, being a non-negative integer number.

Rotational energies Erot are usually two to three orders of magnitude lower than Evib and
hence absorption lines are commonly exhibited in the far-infrared or microwave region [Welz
et al., 2005]. Erot is also quantized and in case of one rotational degree of freedom can be
described as:

Erot = B · J(J + 1) with J = 0, 1, 2, . . . (3.12)

The rotational constant B depends on the moment of inertia of the molecule.

The pure transitions described above, affecting only single energy portions, are not the com-
mon case. In general a molecule changes from a quantum state [(Λ, v, J)] to an upper state
([(Λ′, v′, J ′)] in accordance with the allowed quantum mechanical selection rules [Wozniak and
Dera, 2007] as schematically shown in Fig. 3.3 for a diatomic molecule. The change of the
electronic state is commonly accompanied by a change in the vibrational and rotational states
and thus gives rise to an electronic-vibrational-rotational spectrum, which exhibits complex
structures of densely packed line clusters, often called absorption bands. If changes occur only
regarding the vibrational and rotational energy this leads to vibrational-rotational spectra.

3.4 Water vapour absorption properties

The absorption of solar radiation by water in the atmosphere is very strong not only due to
the abundance of the substance in all states of matter (gaseous, liquid an solid state), but
also due to its optical properties. Wozniak and Dera [2007] estimate that around 70% of the
radiation energy is absorbed in the atmosphere by water vapour.

Since the project presented here deals with radiation belonging to the NIR (near-infrared),
electronic transitions induced by higher energetic UV light will not be discussed. The interac-
tion of radiation with water vapour molecules is determined by the geometrical structure and
its constituent particles. The common water monomer molecule (H2O) is a three-atomic non-
linear compound. In the state of equilibrium the distances between the hydrogen atoms and
the central oxygen atom dOH is 9.57× 10−11 m and the respective distance between hydrogen
atoms dHH is 1.54× 10−10 m, with the angle αHOH being 104.5°.

Water vapour exhibits fairly complex absorption spectra, conditioned mainly by the asym-
metrical molecular structure and the prevailing high, permanent dipole moment. The intra-
molecular motions of the atoms under the influence of the interaction forces lead to changes
of the inter-atomic distances and the angle αHOH , which can be interpreted as vibrations
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Figure 3.3: Schematic illustration of typical potential energy curves of a diatomic molecule in
the electronic ground state and an excited electronic state as a function of the internuclear
separation. At the equilibrium bond length the molecule has its energy minimum, given
a specific electronic state. The horizontal lines denote the different rotational energy
levels (J), which occur in groups according to their vibrational energy levels (v).

of a three-dimensional anharmonic oscillator [Wozniak and Dera, 2007]. Fig. 3.5 shows the
three different vibration modes of water molecules: Mode I causes symmetrical stretching of
the molecule, mode II is a bending of the molecule altering the angle and mode III can be
described as asymmetrical stretch vibrations. All vibration modes occur within the molecule
plane. Vibration modes can be described using a vibration quantum number triple (v1, v2, v3).
Especially excitation of mode I and III can absorb high energies.

The vibrational water vapour spectrum is hence a compound of different excitation processes.
The strongest absorption bands can be seen for the fundamental transition from ground state
(0, 0, 0) to a the group of states (1, 0, 0), (0, 1, 0) and (0, 0, 1), which cause absorption at
wavelength 2.66 µm (mode III), 2.73 µm (mode I) and 6.27 µm (mode II) in the IR. Additionally,
there are contributions from overtone transitions (v1,2,3 = 2, 3, ...) and combined transitions
from the ground state (at least two vibrational quantum numbers becoming greater than
0). These (weaker) absorption bands reach from the VIS (blue) into the infra-red region.
Absorption of even lower energy radiation can occur through transitions from an excited
vibrational state to an even higher energetic state, but they are far less probable than the
aforementioned transitions, as under normal atmospheric conditions the density of excited
molecules is markedly less compared with molecules in the ground state.

The most common isotopologue of water under normal conditions consists of 1H and 16O.
Molecules consisting of heavier isotopes of the respective atoms differ in their absorption
properties. The energy of the excited vibrational states are generally lower, thus absorption

32



3.4 Water vapour absorption properties

Figure 3.4: Possible rotation modes of a water molecule around the different axes of sym-
metry. Rotational-vibrational absorption bands occur both, on the long-wave and short-
wave side of purely vibrational transitions, as the rotational energy part can either in-
crease or decrease.

properties tend to be shifted to slightly longer wavelengths.

With the help of high-resolution spectroscopes it becomes apparent that the vibrational ex-
citation of the water vapour molecules is accompanied by changes in the rotational energy,
see Fig. 3.4. Vibrational-rotational lines can be found on either side of the purely vibrational
transition, as ∆J can either be negative or positive. Resolved rotational-vibrational lines,
whose intensity sometimes exceeds the central vibrational transition, can only be observed for
molecules in non-condensed state, with less predominant line broadening. Low energy purely
rotational transitions are induced by far IR radiation or microwaves.

Fig. 3.6 provides a broad range low-resolution display of the vibrational-rotational absorption
coefficients of water vapour ranging from the VIS to the IR. Beside the strong fundamental
absorption bands, several overtone and combined transition bands with shorter wavelengths
are visible. In the spectral vicinity of the primary SOLUSAR measurement range (790 nm to
802 nm) lies a compound band of different combined vibrational transitions. For the application
of the DOAS procedure, as it is carried out in this work, the presence of a great number
of distinct single lines is desirable: Lines showing considerable absorption by atmospheric
water vapour, but which do not fully saturate at higher water vapour concentrations and low
observation elevation angles.

Water Vapour Dimers

Water vapour molecules can form hydrated complexes by building up hydrogen bonds between
a hydrogen atom and an oxygen atom of another water molecule. The most prominent thus
formed molecules are water vapour dimers (H2O)2. Water vapour dimers are under suspicion
of being considerable absorbers of solar radiation as their absorption spectrum could be shif-
ted and broadened, thus possibly not overlapping with the absorption features of the water
vapour monomer. They could also play an important role in the understanding of weather
phenomena and chemical reactions in the atmosphere [Leforestier, 2012]. Also with respect
to the application of the DOAS methodology for the determination of atmospheric humidity,
the question has occasionally arisen, if water vapour dimer could influence the accuracy of the
determined total column water vapour.

To assess the influence of water vapour clusters on the overall absorption budget of water
vapour, the spectral features and the concentrations of these compounds have to be known.
Considerable efforts, both experimentally and theoretically have been made to get such in-
formation.
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Figure 3.5: Different vibrational modes of water molecules and the corresponding funda-
mental and overtone transitions described by the set of vibrational quantum numbers
(v1, v2, v3). The figure includes the stored vibrational energy for the different excita-
tion states and the photon wavelength necessary to induce transitions from ground state
(0,0,0); (from Wozniak and Dera [2007]).

Figure 3.6: Water vapour vibrational-rotational absorption bands in the IR region with the
associated vibrational state quantum numbers in parentheses after excitation from the
ground state. The wavelength region in the vicinity of the SOLUSAR measurement
range around 800 nm is populated with various combined transitions from ground state
(adapted from Wozniak and Dera [2007]).
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3.5 Spectral line characteristics

Figure 3.7: Equilibrium geometry of a water dimer. One hydrogen atom of the donor molecule
interacts with the electronegative oxygen atom of a second water molecule (acceptor
molecule); (from Keutsch and Saykally [2001]).

It is generally expected that the hydrogen bonding perturbs the electronic and rotational-
vibrational states of the individual molecules thus inducing changes in the spectra. For in-
stance stretching vibrations between the oxygen atom and the tightly bound hydrogen atom
in the donor molecule should be red-shifted and increased in intensity for the fundamental
transitions [Vaida et al., 2001]. Many spectroscopic experiments have been carried out in
such directions, e.g., by Shillings et al. [2011] using broadband cavity ringdown spectroscopy
(BBCRDS) to verify a dimer absorption band around 750 nm reported by Pfeilsticker et al.
[2003], and possibly by Sierk et al. [2004]. BBCRDS provides measurements with an effective
path length of 60 km in a 2m high finesse cavity under reproducible conditions. Comparisons
of measured spectra with synthetic data yielded no clear residual structures attributable to di-
mer absorption. That supports the hypothesis that if considerable dimer absorption is present
it must exhibit very broad spectral structures, thus contributing to the overall continuum of
water vapour absorption. Corresponding computational quantum-chemical modelling of the
dimer behaviour are still so demanding that considerable simplifications are inevitable and
therefore stringent result are difficult to achieve [Tennyson et al., 2012].

As direct atmospheric measurement of the water vapour dimer concentrations did not provide
positive results (e.g. Daniel et al. [1999]), the question of dimer mixing ratios as a function of
altitude, temperature and water vapour partial pressure has to be answered through laboratory
experiments or models. The dimer molecule number density with respect to the monomer are
estimated to be around three to five orders of magnitude smaller depending on altitude [Vaida
et al., 2001].

With such low concentrations and the expectedly much broader absorption features, no no-
ticeable influence on the DOAS measurement using distinct single-line monomeric absorption
features is to be expected. With the presumed low abundance of water dimers in the atmo-
sphere one may assume that their influence on the air’s refraction index is extremely small
and hence the impact on radio signal delaying negligible.

3.5 Spectral line characteristics

In the following sections we will conceptually distinguish between absorption profile and line
profile. The former describes the likelihood for one or many atoms of a certain species to
absorb a photon as a function of wavelength (or frequency), whereas the latter stands for the
wavelength-dependent intensity distribution of an observed absorption line.

To describe the absorption profile amn for a transition of an atom or molecule from a lower
state m to an upper state n a split into a quantity standing for the line strength Smn and a
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frequency-dependent function gnm(ν) denoting the spectral shape of the absorption feature is
convenient:

amn(ν) = Smn · gmn(ν). (3.13)

gmn(ν) is the normalized profile function:

∫ +∞

−∞
g(ν) dν = 1. (3.14)

Both, the line strength and the profile function are subject to variations depending on the
ambient conditions, such as temperature and pressure. This has to be taken into account
when computing synthetic absorption spectra. In the following section only the most important
formulas for line strength and absorption profile used in processing algorithms are given. For
more detailed derivations see Sierk [2001] and Somieski [2005].

3.5.1 Line Strength

The line strength is mainly determined by the radiation density at a certain frequency and
the transition probabilities between different molecular states, often described by the Einstein
parameters (measures for the probability of photon absorption, induced emission and spontan-
eous emission). To analytically determine the line strength Smn for a certain central frequency
of transition νmn at the reference temperature Tref , following formula can be used [Rothman
et al., 1998]:

Smn(Tref ) = h

c
νmn

Ia gm e
[−c2 Em/Tref ]

Q(Tref )
[
1− e[−c2 νnm/Tref ]

]
·Bmn (3.15)

where Ia is the natural isotopic abundance, gm the degeneration of the lower energy state,
Bmn the Einstein coefficient for induced absorption, Q(T ) the total internal partition sum
and c2 the second radiation constant (c2 = hc

kB
= 1.4388× 10−2 mK). Using Eq. 3.15, the

line strength can be computed if the different quantum mechanical parameters involved are
known. In practice the line strength for different isotopes/isotopologues for the characteristic
absorption lines is determined in laboratory experiments under fixed temperature conditions
Tref and are listed in spectral line catalogues. The line strength for a transition with the lower
state energy Em expressed in wave numbers, for a different ambient temperature can then be
computed as follows:

Smn(T ) = Smn(Tref ) · Q(Tref )
Q(T ) ·

e[−c2 Em/T ]

e[−c2 Em/Tref ] ·
1− e[−c2 νmn/T ]

1− e[−c2 νmn/Tref ] . (3.16)

The total internal partition sum Q(T ), which allows to obtain the number density of molecules,
each in a particular state for a system in thermodynamic equilibrium for a temperature T , can
be modelled using a polynomial expression of third degree using parameters for the specific
isotopologues (see, e.g., Gamache et al. [2000], Fischer et al. [2003]). Hence the line strength at
different altitudes in the atmosphere with different prevalent temperatures can be computed.
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3.5 Spectral line characteristics

3.5.2 Line Broadening

Absorption or emission lines are not infinitely narrow structures. A certain number of processes
lead to a frequency-dependent redistribution of the radiation thus “broadening” the spectral
lines. The integral intensity remains the same.

Natural Line Width

Excited atomic and molecular states have a finite life span, typically in the range of 1× 10−9 s
to 1× 10−8 s for undisturbed excitation states [Welz et al., 2005]. The released energy E in
case of relaxation, according to the energy-time uncertainty relation (∆t∆E ≥ 1

2 h̄), has an
uncertainty ∆E, which also adds uncertainty to the frequency of the emitted photon. The
frequency uncertainty is inversely proportional to the lifetime and produces a Lorentzian-like
distribution of the energy around the center frequency ν0. The area normalized intensity
profile gN as a function of frequency ν is given by:

gN (ν) = γN
4π2

1
(ν − ν0)2 + (γN/4π)2 (3.17)

with γN being related to the transition-dependent spontaneous decay rates from the excited
to the lower state.

The natural line broadening has a very weak influence on the spectral shape compared to
broadening effects described in the following sections as they occur under atmospheric condi-
tions on earth.

Doppler Broadening

Particles (atoms or molecules) are subject to thermal motion. The motion of the particles
with respect to each other is described by the Gaussian Maxwell-Boltzmann distribution. As
the particles move forth or back with respect to the observer’s position, a slight shift of the
absorbed frequency becomes noticeable. The compound influence of all absorbing particles
leads to a (nearly) symmetrical broadening of the absorption line, called (thermal) Doppler
broadening. Like the mentioned velocity field, the frequency distribution of the radiation
around the central frequency ν0 can be described using a Gaussian approach:

gD(ν) = 1√
πγD

· exp
[
−
(ν − ν0

γD

)2]
(3.18)

with the Doppler frequency half-width

γD = ν0
c
·

√
2kB · T · ln 2

m
. (3.19)

T stands for the absolute temperature, m is the molecule mass and kB the Boltzmann con-
stant. For measurements in the open atmosphere, Doppler broadening for a specific molecule
at a specific wavelength is mainly a function of temperature and thus of altitude. In higher
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atmospheric regions Doppler broadening decreases, but the relative influence on overall broad-
ening rises due to the more rapidly decreasing effect of the subsequently described collision
broadening.

Collision Broadening

When measuring radiation absorption which takes place in the lowest parts of the earth’s
atmosphere, so-called collision broadening (or pressure broadening) plays a far more dominant
role than the thermal Doppler broadening described above. This applies especially to relatively
short wavelengths [Schreier, 2009]. Water vapour molecules frequently undergo collisions with
molecules of the same or different molecular species contained in the air. This leads to slight
perturbations of the energy levels of the absorbing molecules and thus to a shifting of the
absorbable photon frequency (to likewise lower and higher levels) and thus to absorption
profile broadening. The magnitude of this broadening effect is determined by the frequency at
which collision events occur. A comprehensive description of the various processes subsumed
under collisional broadening is given by Allard and Kielkopf [1982].

For the processing of SOLUSAR spectra the following formula provided by Rothman et al.
[1998] is used to describe the collision broadening. The pressure broadened line half-width γL
as a function of pressure p [atm] and temperature T [K] is:

γL(p, T ) =
(Tref
T

)n
(Γair(pref , Tref )(p− ps) + Γself (pref , Tref )ps). (3.20)

Γair [cm−1/atm] and Γself [cm−1/atm] describe the transition-dependent broadening half-
widths for collision processes with various atmospheric molecules and water vapour molecules,
respectively, under reference conditions (Tref = 296K and pref = 1 atm). ps [atm] de-
notes the water vapour partial pressure. n is a transition-dependent coefficient describing
the temperature-dependence of the air-broadened half-width.

The Lorentz-distribution describing the collision broadening hence can be written as:

gL(ν, ν0, p, T ) = 1
π

γL(p, T )
γL(p, T )2 + (ν − ν0)2 (3.21)

Voigt Profile

Doppler broadening and collision broadening occur simultaneously depending on the prevalent
conditions where absorption takes place. The two effects are considered to be largely independ-
ent. The overall broadening effect hence can be described as a convolution of the Gaussian-like
intensity distribution of the Doppler broadening and the Lorentzian distribution evoked by col-
lision broadening. The thus produced intensity distribution is called Voigt profile. With both
portions showing comparable half-widths γD and γL, the center of the profile is dominated by
the Gauss portion, whereas the wings are mainly shaped by the Lorentz function. The profile
as a function of wavelength can be written as:

gV (ν) = g0 ·A
π
·
∫ +∞

−∞

e−t
2

A2 + (B − t)2 dt (3.22)

with
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g0 = 1
γD
·

√
ln 2
π
, A = γL

γD
·
√

ln 2, B = ν − ν0
γD

·
√

ln 2.

Figure 3.8: Lorentz profile and Doppler Profile with the same halfwidth (γL = γD). The
convolution of these distribution functions yields a Voigt profile. x is defined as the
normalized frequency deviation from the central frequency ν0: x ≡ (ν−ν0)/γD (adapted
from Huang and Yung [2004]).

Eq.3.22 is not solvable analytically. Humlícek [1982] provides a common approach for numerical
computation of the Voigt profiles. For an approximation of the FWHM, the so-called Voigt
line width ∆λV (expressed in wavelength), this empirical formula can be used [Welz et al.,
2005]:

∆λV ≈
∆λC

2 +

√√√√(∆λC
2

)2
+ ∆λ2

D (3.23)

with ∆λC and ∆λD the FWHM of the collision and Doppler broadening distributions, respect-
ively, also expressed in wavelengths. According to Ngo et al. [2012] there is evidence that in
case of water vapour absorption the true line shape differs considerably from the Voigt profile.
The Voigt profile is itself an approximation which does not include certain effects associated
with Doppler broadening, e.g. the Dicke narrowing caused by the change of velocity of the
radiating molecule due to collisions. What distribution function should better be used instead
remains a matter of debate [Tennyson et al., 2012].

3.6 Apparatus Influcence on Spectra

The factor A(λ) in Eq. 3.4 sums up manifold possible instrumental influences altering the
spectral composition of the observed spectra on a broadband level, as, e.g., the intensity
distribution within diffraction orders produced by echelle gratings (see Section 4.4.1), the
wavelength dependent attenuation factor of optical filter elements or the likewise wavelength-
dependent quantum efficiency of the detector recording the spectra. These effects, in general,
can be comfortably handled when applying the DOAS method. Nonetheless one has also to
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take into account the apparatus’ influence on narrowband spectral features, leading to even
broader line profiles. To quantify said influences the so-called apparatus function (also known
as instrument function or slit function) is introduced.

The apparatus function describes the response of the measurement instrument to an ideally
monochromatic input, thus taking into account “the limited resolution power of a non-ideal
instrument” [Sierk, 2001]. The output Ia(λ) of an arbitrary input signal I(λ) is computed by
a convolution of the input signal with the apparatus function FA [Bösch, 2002]:

Ia(λ) = I(λ) ∗ FA =
∫
I(λ− λ′) · FA(λ′) dλ′. (3.24)

In order to model the apparatus influence mathematically often a Voigt distribution is used.
The apparatus function half-width is mainly determined by the width of the entrance slit. The
procedure to obtain the apparatus function for the SOLUSAR instruments will be thoroughly
described in the Section 5.4.

Furthermore, the spectrum undergoes alteration due to limited spatial resolution of the applied
detector on which the spectrum is spread. Applied solid-state detectors are divided in a finite
number of pixels (or pixel columns). Each pixel i is illuminated by radiation of wavelengths
between λ(i) ± ∆λ

2 . The wavelength range ∆λ covered by each pixel can vary considerably
with wavelength. The recorded spectrum is generated by the accumulated intensities R(i) at
the discrete pixel positions i along the array, which are:

R(i) =
∫ λ(i)+∆λ/2

λ(i)−∆λ/2
QE(λ′) · Ia(λ′) dλ′. (3.25)

QE denotes the wavelength-dependent quantum efficiency of the detector. The mapping to
attribute the pixel output at position i to the central wavelength λ(i) can normally be achieved
using a polynomial expression. In case of SOLUSAR with a relatively short wavelength range
and a single simultaneously obtained diffraction order a polynomial of second degree produces
a quite accurate mapping result (see Section 6.7).

3.7 DOAS Set-Up Characteristics

The DOAS measurement principle can be applied in a multitude of different set-ups, thus
reflecting the diverse requirements met in the growing field of studying and monitoring the
earth’s atmosphere. In the following some of the major classification aspects of DOAS applic-
ations are shortly outlined. For a more detailed overview of the different DOAS set-ups, see
Platt and Stutz [2008].

Active DOAS versus Passive DOAS

Detection of trace gas concentrations in the atmosphere can either be performed by active
DOAS using artificial light sources or using passive DOAS with light emitted by natural radi-
ators. Active DOAS is mainly implemented for trace gas detection in air masses near ground
level. It puts high requirements regarding the optical set-up: The deployed light source has to
emit light with a smooth spectral characteristic, high intensity as well as an excellent beam
collimation. Commonly high-pressure arc lamps or broadband lasers are used. (A compre-
hensive list of different light sources can be found in Platt and Stutz [2008]). Main advantages
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over passive measurement set-ups lie in the availability at any daytime and the possibility of
UV-measurements. Passive DOAS applications usually have a much simpler set-up, benefiting
from the already collimated incident beam and strong radiation intensities when using direct
sunlight. Furthermore even the highest atmospheric layers can be covered.

Measurement Platforms

Along with the classical application with a receiving platform permanently installed at a
specific ground-based measurement site, numerous applications with instrument mountings on
a moving platform have emerged over the years. Aircraft-based experiments can provide a great
spatial coverage and give access to otherwise uncovered areas. Balloon-borne measurements
can provide information on the vertical distribution of trace gas concentrations either by
measuring at different altitudes or through measurements from a higher altitude using light
from an ascending or descending celestial body at different elevation angles.

Further there are multiple DOAS-like instruments installed on satellite platforms. Mostly they
are mounted on satellites with geostationary orbits thus allowing steady monitoring of the air
masses over a certain area. Other measurements are performed in low earth orbit (LEO),
possibly on a sun-synchronous polar orbit, allowing coverage of nearly the whole planet within
a few days time span.

Light Paths

The classical DOAS application uses radiation travelling directly from its source to the meas-
urement site. But also set-ups using external ray paths folded by mirrors are possible. More
demanding regarding the processing are applications using scattered light or tomographic ap-
proaches using various sources and measurement instruments thus providing spatially resolved
concentration fields.

3.8 Passive DOAS

The following sections will provide information on the application of ground-based, direct light
passive DOAS using the sun and the moon as radiation source as it is applied in this project.

3.8.1 Solar Irradiance

The optical radiation emitted by the sun is mainly generated in the solar photosphere, a
layer which lies underneath the 10 000 km thick chromosphere. The exhibited spectrum is a
superposition of spectra emitted by distinct photospheric layers with different temperatures
and pressure. The electromagnetic radiation emitted ranges from x-rays to the long radio
wavelength range. Between wavelength of 140 nm to 10 cm the solar spectrum closely resembles
the intensity distribution of a black-body with a temperature of 5700K to 6000K. The spectral
radiance B emitted by a black body in thermal equilibrium with a temperature T as a function
of wavelength λ is described by Planck’s Law:

B(λ) = 2hc2

λ5
1

exp
[

hc
λkBT

]
− 1

(3.26)
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As visible in Fig. 3.9 the radiation undergoes several alterations as it passes the atmosphere:
Light with wavelengths below 300nm is absorbed by the atmospheric ozone layer. Different
atmospheric constituents (especially ozone, oxygen, carbon-dioxide and water) cause large
absorption bands. There remain some atmospheric windows where absorption is particularly
small. Additionally, scattering processes also lead to attenuation of the overall intensity.

Solar irradiance is well suited for DOAS applications due to its high brightness thus enabling
measurements with a low detection limit and high spectral resolution. Due to the large dis-
tance between the radiation source and the measurement site the beam is perfectly collimated.
The sunlight shows an overall smooth spectral characteristic which is only disturbed by the oc-
currence of Fraunhofer lines. Fraunhofer lines themselves are absorption lines originating from
resonance absorption in the solar photosphere by its constituent gases. These lines show quite
similar line-widths as spectral features coming from absorption in the earth’s atmosphere.

Drawbacks when using sunlight are the restrictions to daytime measurements and periods of
time with limited cloud coverage. The great dynamic range of the incident intensity has also
to be taken into account. The influence of the atmospheric thickness which the radiation
has to traverse, often described by the so-called direct light airmass factor (AMF , practically
equivalent to the mapping function described in Section 2.3.4), leads to an intensity attenuation
between zenith observation angles z of 0° and 85° of more than an order of magnitude, when
applying the simplest wavelength-independent AMF model: AMF = 1

cosz . This dynamic
range is further widened by the different occurring atmospheric conditions with changing
concentrations of straying particles and water droplets.

Figure 3.9: Solar irradiation curve inside and outside of the earth’s atmosphere compared
with the spectrum emitted by a black body at 6000K. Visible are the strong absorption
bands of several atmospheric constituents - among these the water vapour band close to
800 nm (see Fig. 3.6), the wavelength region analysed by the SOLUSAR spectrometer
(adapted from Bösch [2002]).

The spectral composition over time of the sun’s spectrum is relatively constant. Slight changes
to the emitted total irradiance of the sun (cyclical solar variation) and the changes of the
earth-sun distance are not influencing the DOAS method. The solar spectrum is not constant
across the hole disk though, as the so-called solar center-to-limb darkening changes the optical
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3.9 Total Column Concentration Extraction

density of Fraunhofer lines since the radiation originates from different photospheric layers with
different temperatures [Bösch, 2002]. This should not affect the SOLUSAR data processing
where parts of the spectra with no noticeable impact of Fraunhofer lines are analysed.

3.8.2 Spectral Characteristics of Moonlight

Lunar radiation can be described as combination of sunlight reflected by the lunar surface
and the thermal emission spectrum of the moon itself. With surface temperatures in the
range of 200K to 400K the lunar thermal emission spectrum dominates the spectral region
above wavelengths of 4.5 µm in the MIR (mid-infrared) and radio-wave region [Stremme et al.,
2009]. In the VIS and NIR spectral region the lunar spectrum resembles the solar spectrum
but is further shaped by the reflectance on the lunar disk. The overall reflectance ratio is
primarily a function of the lunar phase angle, the angle between the observer (on earth), the
reflecting object (moon) and the light source (sun). With phase angles approaching 0° the
reflectance and thus the surface brightness increases steadily [Kieffer and Stone, 2007]. This
effect is sometimes called opposition effect and is attributed to the illumination of the porous
features of so-called regolith surfaces and coherent back-scattering effects. Intensity in general
is attenuated by the phase angle dependent reflectance, the decrease in brightness is greater
for shorter wavelength though. The local lunar reflectance is also strongly dependent on the
chemical and morphological composition of the reflecting moon surface [Ohtake et al., 2010].

For DOAS measurements using lunar instead of solar light the main difference lies in the overall
low magnitude, which of course is strongly dependent on the size of the illuminated disk. The
luminance (a photometric measure of the luminous intensity per unit area) for the sun can
reach up to 1.6× 109 cdm−2 at noon, whereas for full moon at clear sky conditions values of
around 5000 cdm−2 can be registered which is comparable to the luminance of blue sky. This
low brightness is further decreased by the opposition effect mentioned above. Furthermore
disadvantageous is the decrease of the illuminated surface area with increasing phase angles
which can lead to an insufficient entrance slit illumination.

Possible windows for lunar light DOAS measurements hence are situated at night-time some
days before and after full moon. Fig. 3.10(a) and 3.10(b) show possible observation windows
for a measurement site at Berlin-Adlershof (Φ = 52.4272°, Λ = 13.5344°) in January and July
2012, respectively. Observation requirements were set as follows: phase angle smaller than
50°, lunar elevation angle greater than 10° and solar elevation below 0°.

The viable measurement time is of course further limited by overcast sky. The emergence of
clouds is heavily depending on daytime, season and measurement site. Fig. 3.11 shows the
global mean cloud fraction over the time span of a month in January and July of 2012.

3.9 Total Column Concentration Extraction

The basic expression Eq. 3.8 for the determination of gas concentrations using the method
of DOAS is not as directly applicable in reality, when seeking total column gas abundances.
The narrowband absorption cross section σn varies depending on the conditions under which
the absorption process is taking place. When travelling from the light source to the measure-
ment site radiation is absorbed in different atmospheric layers with differing temperatures and
pressures. As described in Section 3.5.2 these parameters influence the absorption line shape
and thus the absorption cross section at a specific wavelength λ. Furthermore it has to be
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Figure 3.10: Possible observation windows for DOAS measurements using solar or lunar light
for the measurement site at Berlin-Adlershof in January and July 2012, respectively. For
lunar measurement windows it is assumed that the phase angle is smaller than 50°, the
lunar elevation angle is larger than 10° and the sun is below the horizon.
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3.9 Total Column Concentration Extraction

(a) January 2012 (b) July 2012

Figure 3.11: Average cloud fraction of an area over a timespan of a month ranging from
no clouds (blue) to totally cloudy (white). Data were collected by the Moderate Res-
olution Imaging Spectroradiometer (MODIS) on NASA’s Terra satellite [NASA Earth
Observatory, 2012].

considered that multiple overlapping absorption lines can contribute to the total absorption
cross section at a specific λ.

The common strategy for the retrieval of total column water vapour values lies in a comparison
of a (preprocessed) measured spectrum with a synthesized reference spectrum, which models
line-by-line the absorption process along the ray path based on assumptions on the atmospheric
conditions and the water vapour content. The influence of the apparatus (including the de-
tector) on the spectra is modelled as well. Using an iterative least-squares fitting algorithm,
the integrated amount of water vapour in the reference spectra synthesis is adjusted until the
best agreement between measurement spectrum and the artificial spectrum is found.

Most such algorithms used in this project are adopted from the GEMOSS project. Succeeding
sections provide the basic ideas behind the procedures. For the full description of the processing
algorithms I refer to Somieski [2005].

3.9.1 Preprocessing of Measured Spectra

Before measurement data can be fed into the above indicated adjustment process, a series
of preprocessing steps have to be carried out in order to compute a so-called transmission
spectrum from the measured data. The so obtained transmission spectrum describes the
percentage of radiation per wavelength, which persists after undergoing processes altering the
spectral composition on a narrow-band scale, namely by atomic/molecular absorption in the
earth’s or sun’s atmosphere (Fraunhofer lines) and line broadening. As shown in Fig. 3.12 in
this preprocessing all broadband effects are eliminated:

1. Stray Light and Dark Current Correction
The raw data (i.e. CCD image of the spectrum) have to be reduced to eliminate the
disturbing influence of certain instrumental effects as stray light or detector dark current.
Non-consideration of these effects would lead to systematic biases in the spectra analysis.
The hereto applied procedures in this project are described in Sections 6.2 and 6.4.

2. Wavelength Referencing
From the stray light corrected data a wavelength-referenced intensity distribution has to
be deduced (see Section 6.7)
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3 Principle of Solar Lunar Spectrometry

Figure 3.12: The incident sunlight already bears absorption features from the solar atmo-
sphere (Fraunhofer lines). As the light travels through earth’s atmosphere the light is
generally attenuated by various effects (i.e. scattering). Furthermore narrow absorption
structures become visible. The spectral composition is further slightly altered by the
measurement instrument itself: absorption lines are broadened. From the measured in-
tensities the transmission spectrum is derived thus getting rid of all broadband intensity
variation. This is accomplished through computation of the baseline using base points
at frequency where no narrow-band absorption features occur.

3. Flat-field Correction
To eliminate the influence of the instruments wavelength-dependent sensitivity (e.g. due
to the characteristics of the optical set-up and the changing local detector pixel sens-
itivity) the quotient with a flat-field spectrum (continuum spectrum) is computed (see
Section 6.6)

4. Broadband Elimination
The applied processes to get rid of the remaining broadband structures largely depend
on the observed wavelength range. If specific spectral positions are present in the data,
where one can assume that no narrowband absorption is occurring the wavelength-
dependent reference intensity (baseline I∗0 ) can be computed using said positions as
base points (see Fig. 3.12 and description in Section 6.8). If the measured spectrum is
closely packed with narrowband absorption features and thus no base points are avail-
able, high-pass filtering methods (e.g. Fourier Filter) have to be applied [Platt and Stutz,
2008].
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3.9 Total Column Concentration Extraction

3.9.2 Spectra Simulation

For the computation of a synthetic transmission spectrum, which is comparable with the
preprocessed measured transmission spectrum, all major factors influencing the spectral com-
position of the solar/lunar light have to be considered:

• Absorption features of atmospheric constituents within and adjacent to the measurement
range,

• geometry of the ray path through the atmosphere,

• meteorological conditions along the ray path,

• influence of the apparatus,

• influence of the detector.

In the underlying atmospheric model several stacked concentric shell-shaped layers j are
defined. To each layer a temperature, pressure and water vapour partial pressure is assigned,
as described in Section 3.9.4. Based on these assumptions ray paths can be computed (Sec-
tion 3.9.3). With the knowledge on the n transitions l occurring within the spectral region of
interest based on spectral databases (3.10), the absorption cross section σj(λ) of the layer j
can be written as:

σj(λ) =
n∑
l=0

σl,j(λ) (3.27)

The transmittance t (a number between 0 and 1) is computed by applying Lambert-Beer’s Law
for all m layers (with water vapour concentrations cj) through which the light sequentially
propagates.

t(λ) = exp
[
−

m∑
j=0

∫ sj,bottom

sj,top

cj · σj(λ) dsj
]

(3.28)

As described in Section 3.6 the influence of the apparatus and detector have to be addressed.
The pixel-wise transmittance tpixel(i) becomes:

tpixel(i) =
∫ λ(i)+∆λ/2

λ(i)−∆λ/2
t(λ′) ∗ FA dλ′. (3.29)

3.9.3 Ray Path Modelling

To model the wavelength-dependent atmospheric transmission an accurate description of the
ray path is necessary. In this work the same calculation routines are used as in the GEMOSS
project [Somieski, 2005]. In the following only the basic underlying principles are explained.

In the model used, the radiation travels from the celestial body through the atmosphere
consisting of stacked spherical layers to each of which a temperature Tj , pressure pj and water
vapour partial pressure pH2O,j is assigned. The determination of these values is described in
Section 3.9.4. Using the meteorological data, the local refraction index nj of the layer j can
be computed. Somieski [2005] proposes to use to the formula set provided by Ciddor [1996]
and Ciddor and Hill [1999] which is valid in the VIS and NIR.

47



3 Principle of Solar Lunar Spectrometry

For situations with relatively high elevation angles of the celestial body, and consequently high
angles of incidence onto the boundary layers, the influence of changing refraction coefficients
can be neglected. Therefore the simple geometrical path length sn is computed. The length
dsj of the ray path within the layer j from the top boundary (altitude hj+1) to the bottom
boundary (altitude hj) in this model is:

dsj =
√

(R+ hj)2 + (R+ hj+1)2 − 2(R+ hj)(R+ hj+1) · cos(γj+1 − γj) (3.30)

with γj the angle between the layer entrance point of the ray in layer j and the observation
site seen from the centre of the earth. R denotes the earth radius.

γj = θ − arcsin
(
R

sj
· sin(θ + π)

)
(3.31)

θ denotes the sun zenith angle. The total geometrical path length sn from observation point
to the assumed tropopause is the sum of the n intra-layer distances:

sn =
n∑
j=0

dsj (3.32)

For low elevation angles of the radiation source the ray bending is stronger and hence is taken
into account. The refraction at the boundary between layer j and j + 1 according to Snellius’
Law is:

zj+1 = arcsin
(
nj
nj+1

· sin(βj+1)
)

(3.33)

with zj+1 denoting the angle of incidence and βj+1 the refraction angle, from which the sub-
sequent angle of incidence zj can be derived. The bent ray path can be approximated by
adjusting the first angle of incidence z0 and all consequent angles in a iterative process until
the bent ray travels in parallel to the geometric path outside the atmosphere. Schödlbauer
[2000] proposes a start value for z0 depending on the meteorological conditions at the obser-
vation site.

3.9.4 Atmospheric Modelling

As described in Section 3.5 the shape of the absorption structures is influenced by the met-
eorological conditions at the site of absorption. Additionally meteorological parameters also
influence the refraction index and thus the geometry of the ray path. In order to synthesize
a simulated transmission spectrum a suitable meteorological model has to be applied to de-
termine temperature, pressure and water vapour partial pressure for different heights in the
atmosphere. The basis of the calculations in this work is the U.S. Standard Atmosphere from
1976 [NOAA, 1976].

The temperature T [K] for an arbitrary height H is described by a series of subsequent linear
equations of the form:

T (H) = Tb + Lb · (H −Hb) (3.34)
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3.10 Spectroscopic Databases

with Tb the starting temperature at the bottom of the atmospheric layer (with the height Hb).
The subscript b denotes the layer defined in the model of the standard atmosphere, b = 0
being the lowest layer near the ground. Lb stands for the temperature gradient assigned to
the layer b. The model is slightly adjusted as for the lowest layer the measured temperature
at the observation site is used to adjust the temperature gradient L0.

The total pressure p [Pa] is expressed as:

p(H) = pb ·
[

Tb
Tb + Lb · (H −Hb)

][ g·M0
R·Lb

]
(3.35)

pb is the starting pressure at the layer bottom. As for the temperature, the measured pressure
at the observation site is used as starting pressure in the lowest layer. g, M0 and R are
constants (see NOAA [1976]).

The water vapour partial pressure pH2O is computed using:

pH2O(H) = pH2O,ground · exp
[−(H −Hground)

Hv

]
(3.36)

with pH2O,ground the measured water vapour partial pressure at the measurement site (height
H0) and Hv = 1.5 km the scale height [Somieski, 2005].

3.10 Spectroscopic Databases

For the computation of the line-by-line radiative transfer of the sunlight through the atmo-
sphere, necessary to determine spectrally high-resolved synthetic transmission spectra, line-
specific parameters have to be obtained for transitions within the observed wavelength range.
Tab. 3.1 lists the line parameters needed to determine the wavelength-dependent absorption
cross sections as they are denoted in the current HITRAN database format:

Symbol Parameter Description Units Formula

ν0 Transition wavenumber cm−1 3.22
Smn(Tref ) Line Intensity cm−1/(molecule cm−2) 3.16
Γair Air-broadened width cm−1/atm 3.20
Γself Self-broadened width cm−1/atm 3.20
Em Lower-state Energy cm−1 3.16
n Temperature dependence of air width unitless 3.20

Table 3.1: Spectral line parameters as defined in Rothman et al. [1998] needed in the compu-
tation of atmospheric solar/lunar transmission spectra with their units and the formula,
in which they are used.

Spectroscopic parameters of monomeric transitions for different atoms and molecules, respect-
ively different isotopes and isotopologues, are listed in numerous spectroscopic databases, cov-
ering different wavelength and line intensity ranges. In the following the characteristics and
differences of three catalogues are shortly described: HITRAN2008, ESA-WVR and UCL08.
A more detailed comparison of the catalogues in the wavelength range of SOLUSAR is given
in Chapter 7.
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3 Principle of Solar Lunar Spectrometry

3.10.1 HITRAN2008

One of the most widely used spectroscopic databases for the calculation of atmospheric absorp-
tion and emission spectra is the High-Resolution Transmission Molecular Absorption Database
(HITRAN). It originates from a long running project starting 1960 at the Air Force Cam-
bridge Research Laboratories. Today it is further developed and maintained at the Harvard-
Smithsonian Center for Astrophysics (Cambridge MA, USA). The main source of information
in the near-infrared for H2

16O are Fourier Transform Spectroscopy (FTS) measurements made
at the National Solar observatory in Tucson (AZ, USA). They are supported by other meas-
urement methods (e.g. cavity ring-down spectroscopy) and theoretical studies, as ab initio
theory [Schermaul et al., 2001].

The database is frequently updated. The latest version HITRAN2008 lists spectral lines of 42
different molecular species and ions, including the six isotopologues of H2O. Besides individual
line parameters ranging from the microwave through the visible range to the ultraviolet for
molecules in the gas phase, the database also provides information on the absorption cross
section for molecules where lines are not individually resolvable or on refractive indices of
aerosols [Rothman et al., 2009].

Somieski [2005] used the version HITRAN2000 and found that line strengths are generally
too small. Since then the HITRAN database has seen major updates which also affect the
water vapour transition data in the SOLUSAR measurement range: For the HITRAN2004
database 918 new lines belonging to the isotope H2

18O have been added between 12 400 cm−1

and 14 518 cm−1[Tanaka et al., 2002]. The data for the most abundant isotope H2
16O has

been completely updated in the range between 11 400 cm−1 and 12 895 cm−1 based on the
work of Mérienne et al. [2003] inter alia. Furthermore the line shape parameters for all non-
deuterated isotoplogues have been completely overhauled [Rothman et al., 2005]. In the 2008
update various changes have been applied to the water vapour data. Among these an update
of main isotopologue data in the range between 9500 cm−1 and 14 500 cm−1 using new fitting
techniques [Tolchenov and Tennyson, 2008] for the analysis of Fourier transform absorption
spectra recorded by Schermaul et al. [2001]. Again the pressure-broadened half-width para-
meters have been completely updated for the three main isotopologues. For a comprehensive
overview on the update see Rothman et al. [2009].

3.10.2 ESA-WVR

The database ESA-WVR (European Space Agency, Water Vapour Red region) covers mono-
meric water vapour lines in the frequency range between 8952 cm−1 and 15 000 cm−1. It
is the result of a study to help in the interpretation of spectral data gathered by different
satellite-based atmospheric remote sensing applications. Schermaul et al. [2001] recorded data
in near-infrared and visible range obtained in laboratory experiments using the combination of
a high-resolution Fourier transform spectrometer and long-path absorption cells (path lengths
up to 513m). The measurements carried out with pure water vapour and with mixtures of
water vapour and synthetic air at two different temperatures (252K, 296K) showed consider-
able disagreement to the 1996 version of the HITRAN database. Depending on the absorption
band, ESA-WVR line intensity sums are seen to be 16% to 33% larger than the HITRAN1996
intensity sums.

Somieski [2005] found that the ESA-WVR line intensities in the GEMOSS measurement range
(728 nm to 915nm) are still too low and conducted a further re-evaluation of certain prominent
water vapour absorption lines.
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3.10.3 UCL08

The UCL08 line list [CAVIAR consortium, 2010] was built as a part of the “Continuum Ab-
sorption at Visible and Infrared Wavelengths and its Atmospheric Relevance” (CAVIAR) con-
sortium project, which involves atmospheric and laboratory measurements and climate mod-
elling calculations [Shillings et al., 2011]. It covers the spectral range between 7500 cm−1 and
20 000 cm−1 at the HITRAN default temperature (296K). Compared to the HITRAN data-
base UCL08 has a lower line intensity cut-off: Smn = 1× 10−30 cm−1/(molecule cm−2) for the
short list containing around 200 000 lines and Smn = 1× 10−36 cm−1/(molecule cm−2) for the
longer list (1.5 million lines). This increased number of weak lines becomes important when
conducting long path experiments.

UCL08 was constructed using lines also from new experimental measurements. In certain
wavelength areas HITRAN2008 data were taken. For lines known to be present from ab
initio calculations, but neither provided by the new experimental data nor the HITRAN2008
database, data from the calculated BT2 line list [Barber et al., 2006] were included. To avoid
duplications a line matching based upon the quantum numbers was conducted for the different
sources. Where existing, line broadening parameters were taken from HITRAN. Otherwise
widths were estimated using a method based on fittings to lines with similar quantum numbers
[Shillings et al., 2011].

3.11 Least-squares fit algorithm

In the fitting procedure of the transmission spectrum derived from the measurement and
the simulated reference spectrum, the total slant precipitable water vapour PW is iteratively
adjusted in the simulation until the two spectra agree best [Somieski, 2005]. The improvements
which have to be applied to the pixel-wise transmittance values of the simulated spectrum can
be written as:


δtpixel,sim(0)
δtpixel,sim(1)

...
δtpixel,sim(n)


︸ ︷︷ ︸

v

=


∂tpixel,sim(0)/∂PW
∂tpixel,sim(1)/∂PW

...
∂tpixel,sim(n)/∂PW


︸ ︷︷ ︸

A

· δPW

︸ ︷︷ ︸
x

−


tpixel,meas(0) − tpixel,sim(0)
tpixel,meas(1) − tpixel,sim(1)

...
tpixel,meas(n) − tpixel,sim(n)


︸ ︷︷ ︸

l

(3.37)

with v the pixel-wise intensity improvements, A the design matrix with the partial derivat-
ives with respect to the unknown listed in x. l stores the differences between measured and
simulated pixel intensities (observed minus computed).

An estimation of x is found by solving

x = N−1ATP l with N = ATP A (3.38)

with P the weighting matrix of the observations. The terms ∂tpixel,sim(i)/∂PW in A describe
the influence of a change in PW on the transmittance of the pixel i in the digitized simulated
spectrum, which in fact is the mean influence on all wavelengths comprised in one pixel in the
digitization process. These again depend on the influence of δPW on the transmittance t on
all contributing wavelength λi in the convolution process with the apparatus function. ∂t(λi)

∂PW
describes the influence of δPW on the whole radiative transfer, based on the meteorological
model and the wavelength-dependent absorption cross section. For the comprehensive formula
please consult Somieski [2005].
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4
SOLUSAR - System Design

4.1 System Requirements

In order to reach the project goals described in Chapter 1, which are based on the results
and insights obtained in preceding projects carried out by Sierk [2001] and Somieski [2005],
a new measurement system named SOLUSAR (SOlar LUnar Spectrometer for Atmospheric
Research) is designed from scratch with the objective to retrieve atmospheric total column
water vapour abundances through the analysis of molecular absorption in sun or moon spec-
tra. Two identical prototype instruments are built, which are designed to meet the following
demands:

1. Improved system sensitivity
Enabling the measurement of direct solar radiation and likewise indirect sunlight reflected
by the moon surface and thus widening the temporal coverage requires a system design
able to deal with radiation intensity dynamics of up to six orders of magnitude. The
entire optical design of the light gathering telescope and the spectrometer unit as well as
the selection of the used optical elements are optimized for a minimization of the light
attenuation in the significant wavelength region. In order to perform under low-light
conditions, the detector units and associated electronics must exhibit an adequate level
of sensitivity.

2. Automatic light source tracking telescope
For system operation on a moving platform a tracking telescope is implemented able to
automatically follow the (virtual) trajectory of the light source and to uninterruptedly
guide the gathered radiation onto the spectrometer’s entrance slit. A telescope control
cycle ensuring movements with sufficient speed is set up to compensate for the platforms
tilting action in order to allow continual data acquisition at least for a moderate sea
state.

3. Comparable accuracy to GEMOSS
Despite the spectrometer’s different optical layout compared to the predecessor instru-
ment GEMOSS (e.g. smaller wavelength range, utilization of lens optics) similar meas-
urement accuracy of the retrieved water vapour concentrations should be achieved with
similar temporal resolution of data points.

4. Autonomous operation with self-calibration
The measurement process is autonomously carried out by the measurement system.
Calibration routines are periodically performed without need of human supervision. The
acquired data is being preprocessed instantaneously thus deriving wavelength-referenced
transmission spectra suited for the actual evaluation of water vapour concentrations.
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5. Compact rugged design
The new measurement system should allow rapid and easy field deployment. Therefore a
smaller, more compact and integrated measurement instrument, sealed in a rugged hull,
is designed. The number of additional external components is reduced to a minimum.

This chapter describes the optical, mechanical and electronic design of the measurement system
which has been developed to meet the listed requirements 1 to 5. The fulfilment of several of
the named goals also requires the application of specific software measures which are elaborated
on in Chapter 5 (Control Software) and Chapter 6 (Processing Software).

4.2 General System Design

The most prominent characteristic of SOLUSAR, when compared with the former solar spec-
trometer designs of GEMOSS and SAMOS, is the assembly of all main instrument parts in
a single casing. This integration reflects the direct optical coupling of the telescope unit and
the spectrometer unit. Consequently electronic components are for the most part directly at-
tached to the instruments mechanical structure thus contributing to the objective of maximal
integration (Fig. 4.1 a).

The enclosed instrument resembles an upright standing pillar with a circular horizontal cross
section able to stand on the ground on its own. It has a total height of roughly 1.1m, a
maximum diameter of 0.24m and weighs around 40 kg (see Fig. 4.1 b). The top part of the
instrument consists of a custom-built mirror telescope (described in Section 4.3). Placed right
underneath is a group of optical and electromechanical components (including the spectra-
recording CCD detector) which henceforward will be called entrance slit group. The entrance
slit itself defines the beginning of the echelle grating spectrometer situated at the very bottom
of the structure.

Initially the concept of an optically decoupled telescope using light-guiding fibres to transport
the radiation to the spectrometer has been abandoned due to the more demanding require-
ments regarding the light guidance factor of the system. Improved light guidance is of great
importance as measurements of lunar spectra are aspired while keeping the dimensions of the
apparatus at a reasonably compact level. The deployment of optical fibres (even of great qual-
ity) leads to considerable transmission losses and more importantly to an enlargement of the
aperture thus greatly impairing total light guidance. The re-introduction of an optical fibre
interface in a later project phase will be explained and described in detail in Section 4.9.

The spectrometer’s simultaneous operating range is rigorously reduced compared to the spec-
trograph of the predecessor instrument GEMOSS (range of 728 nm to 915 nm). Primarily
wavelengths between 789 nm and 801 nm are acquired, which according to Somieski [2005]
allows sensing of a sufficiently large number of distinct water vapour absorption lines with
different absorption strengths in absence of absorption features of other atmospheric species.
With a narrow, simultaneously covered spectral range the readout time of the CCD detector
can be significantly reduced. With a detector width of 2048px, pixel size at 12 µm and a focal
length of 400mm the spectrometer achieves a reciprocal linear dispersion of 7.3 pm/px. This
allows a good compromise between a great entrance slit width (for improved radiation through-
put) and a sufficient absorption line separation even at high water vapour concentrations. As
detection unit a CCD sensor with maximum quantum efficiency is utilised (see Section 4.6).

For the stabilization of the spectrum image on the CCD detector an alignment mechanism
using stepper motors is installed which on one hand allows the spectra positioning with sub-
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Figure 4.1: SOLUSAR system design: Telescope unit and spectrometer unit are directly
coupled (a). For the sake of integration, electronic parts used for system control purposes
are directly attached to the internal mechanical structure of the instrument. For weather
protection and safe transport the instrument is sealed in the rugged aluminium hull (b).
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pixel accuracy and on the other hand permits greater spectrum displacements and thus the
observation of adjacent wavelength regions.

The interior instrument structure with its attached optical, mechanical and electronic elements
is fully enclosed by a solid rugged aluminium hull. Only the uppermost telescope is sheltered
with a transparent acrylic dome providing unhindered all-around view. For reduction of oscil-
lations occurring when deployed at sea, the instrument can be installed in a gimbal mounting
to approximately retain the vertical alignment (see Section 4.11).

4.3 Smart Telescope

In this project the common approach of DOAS using non-scattered sun- or moonlight is applied.
Therefore the light gathering telescope has to aim directly at the light source and compensate
for the earth rotation by adjusting its bearing while the radiation source travels along its
trajectory across the sky. If done so the whole solar/lunar disk is constantly imaged onto the
spectrometer entrance slit plane from dusk to dawn apart from the influence of sight blocking
baffles such as clouds or local features of the landscape or settlements. Beside the requirement
of full entrance slit illumination, the telescope has to guide the light onto the spectrometer’s
main illumination axis, thus reliably feeding the spectrometer with radiation of fairly constant
angular radiation distribution and propagation direction.

In practical astronomy the concepts of heliostats (also called siderostats) and coelostats are
often applied solutions to guide the light of a moving radiating body onto a fixed spot. Helio-
stats make use of a single, usually plane mirror which can be turned around two axis to keep
it in perpendicular position to the angle bisector of source and target. Coelostats (as often
used in tower telescopes) are compensating for the apparent movement of the tracked body by
the use of two movable mirrors with the advantage of a non-turning image in the focal plane
[Mills, 1985].

The SOLUSAR tracking telescope resembles a heliostat, making use of a three-mirror-system
(see Figs. 4.2 and 4.3). The azimuthal target movements can be compensated by turning the
rotating platform on which the mirror system is mounted - the surface normals of the mirror
planes become aligned with the plane set up by the spectrometer/telescope vertical axis and
the sun direction. The changes of the elevation angle of the radiation source are compensated
by the primary mirror which is pivotable around a horizontal axis (Fig. 4.2, item b). The light
reflected from the primary mirror (elliptic: 22mm × 30mm) is folded back by a secondary
element (rectangular mirror: 20mm × 20mm, item d) and finally brought onto the vertical
telescope axis by a third mirror (dimensions like the primary mirror, item f). To minimize
intensity losses within the telescope, gold-coated mirrors are used with a reflectivity of at
least 97% beyond wavelengths of 800 nm for steep angles of incidence. In order to precisely
achieve beam alignment with the telescope axis, the third mirror is mounted on a three-point
bearing which allows orientation adjustment through fine threaded screws. The collimated
beam travels from the third mirror along the telescope axis inside a hollow tube down to the
focussing lens, imaging the sun spot onto the entrance slit plane.

To produce the image of the sun disk in the entrance slit plane, an achromatic doublet with
a focal length f of 150mm is used (Thorlabs AC254-150-B), designed for the use in the IR
region and limiting chromatic and other aberration effects [Thorlabs, 2012]. The dimensions
of the telescope are mainly determined by the entrance slit height (1mm) which has to be
fully illuminated. With the apparent sun/moon diameter w′ of approximately 0.5°, the lens
produces an image with a diameter y′ of about 1.3mm (y′ ≈ f · tan(w′)). Secondly the
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a acrylic dome 
b  elevation mirror (primary mirror) 
c mirror system mounting 
d secondary mirror 
e adjustable 3-point mounting 
f tertiary mirror  
g rotating platform (azimuthal) 
h ball bearing 
i focussing achromatic lens 

j slip ring (16 contacts) 
k needle bearing   
l input optics for argon lamp 
m quadrant diode 
n  optical fibre conveying argon light 
o quartz plane plate (beam splitter) 
p homogenizing fibre entrance 
q red filter 

Figure 4.2: Vertical section of the SOLUSAR Smart Telescope
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telescope dimensions are determined through its aperture which is somewhat larger than the
spectrometer aperture (f/10).

The revolving platform (diameter: 20 cm) and the structure mounted thereupon holding the
mirrors are lightweight and arranged as close to the rotation axis as possible to reduce the
moment of inertia, thus helping to speed up the telescope movements when actively compens-
ating for platform tilting (Fig. 4.3). Revolving platform and mirror mounting are both made
of aluminium with extensive recesses to reduce weight. To achieve smooth and accurate con-
trol over position and acceleration/deceleration, DC-motors are chosen to conduct telescope
movements. The azimuth rotation is performed by an eccentrically positioned DC-motor: The
motor (Faulhaber 3257 012 CR) has an output power of nearly 80W and a maximum engine
speed of 5000 rpm. For position and velocity control an optical encoder (Faulhaber HEDM
5500 B12) with an angular resolution of 1000 steps/rev is attached. The movement of the plat-
form is effectuated via drive belt. The corresponding gear wheel is stored directly underneath
the revolving platform. The gear reduction ratio amounts to 10:1.

azimuth motor encoder 
(optical) 

slip ring 

azimuth motor  

drive belt 

primary mirror 
(pivotable) 

elevation motor 

elevation motor encoder 
(magnetic) 

rotating platform 

mirror system mounting 

halogen bulb with  
input optics 

Figure 4.3: Electric and mechanical components involved in the process of telescope move-
ment.

The elevation drive is mounted on-axis. A small DC-motor (Faulhaber 1516 E012 SR) is de-
ployed with an output power of 1.95W and a maximum engine speed of 12 000 rpm. Preloaded
is a low-backlash spur gear with a transmission ration of 76:1 (Faulhaber 15/8-76:1). The near-
zero backlash is important as directional changes often occur when the telescope compensates
for oscillations of the instrument-bearing platform. For position feedback a magnetic encoder
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with a 512 steps/rev resolution is used. With the described encoder/gear set-ups and the
micro-stepping capabilities of the motion control card (see Section 4.10.2) pointing accuracies
of 32′′ for azimuth angles and 17′′ for elevation angles can be achieved assuming zero-backlash
gears. For smooth rotation of both axes maintenance-free ball and needle bearings are used.
The associated steering electronics and the applied algorithms for target tracking are outlined
in Sections 4.10.2 and 5.1, respectively.

The telescope includes various additional electronic components: A halogen lamp with the
associated collimation optics (see Section 4.8.1), a solid-state temperature sensor, optionally
an electronic compass (see Section 5.1.1), a position sensor serving as azimuthal reference
point and a line driver. The differential line driver together with the associated line receiver
(National Semiconductor DS26C31TM/DS26C32TM) ensures the faultless transmittance of
high-frequency signals of the elevation motor encoder even under the influence of strong elec-
tromagnetic disturbances.

Several of the aforementioned components are placed on the rotating platform. To allow
telescope movements without restrictions from cables, a 16-channel slip ring (LTN Servotechnik
SM050-16) is installed underneath the platform wrapping the vertical tube guiding the light
to the spectrometer. The slip ring’s gold/gold contacts are vertically arranged and allow
conducting of maximum 3A at 48V. The channels are used to make available:

• Elevation motor PWM signals,

• Elevation motor encoder signals,

• Voltage supply (5V, 12V) for the various electronic elements,

• (RS232 connection for compass operation).

The telescope is stored in a massive aluminium encasement and sheltered by a hemispherical
acrylic dome for full view of the sky hemisphere. The acrylic dome exhibits transmission ratios
of above 90% for wavelength around 800 nm.

4.4 Spectrometer Unit - Fundamentals

Generally in the field of spectroscopy the wavelength-dependent intensity distribution of poly-
chromatic electro-magnetic radiation is analysed. As the spectral composition can be char-
acteristically altered when light interacts with matter of a specific form, consequent analysis
of the spectrum can provide insights into the composition and state of the matter involved
in the process. This principle proofs to be a viable solution for countless tasks dealing with
the determination of physical and chemical properties or monitoring of physical and chemical
processes. As for example the task at hand: the monitoring of atmospheric water vapour
mixing ratios which has been explained in Chapter 3.

The primary part of every optical spectroscopic apparatus is at least one diffraction element
separating the polychromatic light into its monochromatic components [Palmer and Loewen,
2005]. Various optical elements can be used for the task, e.g. prisms, Fabry-Pérot etalons
and most often diffraction gratings. Palmer and Loewen [2005] describe the classical diffrac-
tion grating as “a collection of reflecting (or transmitting) elements separated by a distance
comparable to the wavelength of light under study”, whose main characteristic is the spatial
modulation of the refractive index. “Upon diffraction, an electromagnetic wave incident on
a grating will have its electric field amplitude, or phase, or both, modified in a predictable
manner”.
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Figure 4.4: Principle of a reflection grating with incident monochromatic light (A) and
exiting radiation (B) using planar wavefront representation. Light with incidence angle
α (with respect to the grating normal GN) is diffracted at the grooves (perpendicular
to the page) and constructively interferes in certain directions βm thus building different
diffraction orders Dm (based on Palmer and Loewen [2005]).

As shown in Fig. 4.4 monochromatic light with an angle of incidence α (with respect to the
grating normal) falls onto the grating and is dispersed at each of the small structures on the
grating. At certain angles βm the diffracted light from different facets constructively interferes.
For any grating with a groove spacing d, the general grating equation describes the relation
between the angles α, βm, the wavelength λ and the diffraction order number, denoted by the
letter m:

m · λ = d · (sinα+ sin βm). (4.1)

4.4.1 Echelle Spectrometer

To satisfy the need for high values of linear dispersion and spectral resolution while keeping
the focal length and thus the instrument reasonably small, the application of echelle diffraction
gratings is often favourable. Echelle gratings, a special class of reflection gratings formed by
a sequence of steps, have lower groove densities G (i.e. grooves per millimetre). The groove
spacing amounts to a multitude of wavelengths of the analysed radiation. Unlike conventional
echelette gratings (see Fig. 4.4) the shorter groove facet points in the direction of the incident
and reflected light (see Fig. 4.5) and radiation is dispersed in a multitude of diffraction orders
which can number in the hundreds. Within a narrow angular range near the so-called blaze
angle ΘB high diffraction effectiveness is reached in all diffraction orders. Typical blaze angles
lay between 45° (stepping ratio 1:1) and 76° (1:4).

For the operation of an echelle grating in Littrow-mode, meaning near auto-collimation (α ≈
β ≈ ΘB), Eq. 4.1 becomes approximately:

m · λ ≈ 2 · d · sin(ΘB). (4.2)

The differentiation of Eq. 4.1 for a constant angle of incidence α yields the angular disper-
sion D, an important measure for the characterization of the dispersive power of an optical
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Figure 4.5: Illumination of an echelle grating. The grating is characterized by the groove
spacing d and the blaze angle ΘB (angle between grating normal GN and short facet
Normal FN). The short facet of the grating is illuminated with an incidence angle α
close to ΘB . The case where α ≈ β is called Littrow configuration.

disperser:

D = dβ

dλ
= m

d · cosβ ≈
2 · tan ΘB

λ
. (4.3)

To show the superior dispersion power of an echelle grating compared to a conventional grating
a look at the relative angular dispersion Drel helps:

Drel = dβ

dλrel
= 2 tan ΘB with dλrel = dλ

λ
. (4.4)

Through the constantly large diffraction angle, the angular dispersion of echelle gratings is up
to one order of magnitude larger than for classical gratings. Fig. 4.6 shows a comparison of the
relative angular dispersion of echelle gratings (in auto-collimation) with different blaze angles
compared to plane gratings in Czerny-Turner mounting (α− β = 30°) with different grating
constants with respect to the wavelength. Drel for an echelle grating is wavelength-invariant
and generally higher than for conventional plane gratings. The difference between the grating
classes becomes especially large at lower wavelengths. For echelle gratings with a blaze angle
of 78.7° the relative angular dispersion becomes 10!

The previously mentioned linear dispersion L of a spectroscopic instrument is defined as:

L = f(β) ·D (4.5)

with f(β) being the effective focal length for a specific diffraction angle (again depending on
wavelength). The linear dispersion describes the ability of a diffraction element-camera-system
to image different wavelengths onto different positions in the image plane.

The diffraction-limited spectral resolving power λ
dλ of every diffraction grating is the product

of the diffraction order m and the number of illuminated grooves N . With the width B of the
bundle of rays, the approximate resolving power R can be expressed as:

R = λ

dλ
= m ·N = 2 ·B · tan ΘB

λ
(4.6)
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Figure 4.6: The relative angular dispersion for echelle gratings with different blaze angles
(ΘB) is shown in red and for plane gratings (Czerny-Turner mounting) with different
grating constants G in black. Also depicted are the primary wavelength region of the
SOLUSAR instruments around 800nm and the relative angular dispersion of the applied
echelle grating (adapted from Becker-Roß and Florek [1997]).

Hence both the resolving power and the linear dispersion become larger for higher blaze angles
and increase with diminishing wavelengths, which are diffracted into higher diffraction or-
ders.

“The range of wavelengths in a given spectral order for which superposition of light from
adjacent orders does not occur is called the free spectral range” [Palmer and Loewen, 2005].
As shown in Fig. 4.7 within the free spectral ranges FSR all wavelengths appear near the
blaze-maximum and show highest diffraction effectiveness. FSR increases proportional to
λ2:

FSR = λ

m
= λ2

2 · d · sin ΘB
. (4.7)

A characteristic feature of every echelle spectrometer is the need for a so-called order-sorter or
cross-dispersion element, as the diffraction orders produced by the echelle grating are altogether
overlapped and have to be separated optically. Prisms, transmission gratings or echelette
gratings with low dispersion can be used as cross-dispersion elements, diffracting transversely
to the main diffraction element. The internal separation with the combination of the two
elements yields a 2-dimensional multiple order structure (see Figs. 4.7 and 4.8). Thus, using
2-dimensional semiconductor detectors, highly-resolved broadband spectra can be acquired
simultaneously with great sensitivity. For echelle monochromators the bandwidth can be
limited externally to a single diffraction order, e.g. through spectral filters [Sierk, 2001] or a
pre-monochromator [Florek and Becker-Roß, 1995].
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Figure 4.7: The combination of an echelle grating and a prism yields a 2-dimensional pattern
of bent diffraction orders (left side, measured spectrum). In each diffraction order m
an intensity crest (blaze maximum) occurs at wavelength λB with diffraction angles at
ΘB . The free spectral range FSR denotes the order-dependent spectral range where
every wavelength appears with the highest diffraction effectiveness (right side, schematic
depiction).
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The deployment of echelle gratings allows the construction of high-resolution spectrographs
with short focal length of the optics and relatively wide entrance slits. Unfavourable are the
need for a second disperser element and the greater space requirements of the grating due to the
large blaze angles. When choosing an appropriate grating, one defines the angular dispersion
with the blaze angle, whereas the grating constant determines the number of diffraction orders
and the free spectral range.

Figure 4.8: Generation of a two-dimensional diffraction order structure using an echelle
grating and a prism to separate the overlapped echelle-generated diffraction orders.

4.5 SOLUSAR Spectrometer

4.5.1 Mounting of Plane Gratings

As shown in Fig. 4.5, echelle gratings are illuminated by a parallel ray bundle with a fixed
angle of incidence, as every other planar diffraction grating. For each wavelength a parallel
ray bundle is leaving the grating after diffraction with a dedicated angle. To produce a
monochromatic image of the entrance slit in the spectrometer’s focal plane both, collimation
optics to generate a parallel bundle as well as camera optics for the subsequent imaging onto
the detector are needed. Different spectrometer mountings are distinguished based on the type
of optical imaging components and their spatial configuration. In the most noted configuration
– called Czerny-Turner – spherical concave mirrors are used both for collimation and camera
optics. The focal lengths and deflection angles of the two mirrors are individually optimized
with the objective of minimal aberration in the spectrometer’s focal plane. Resembling plane
grating mountings are also applying parabolic mirrors or achromatic lens optics for the ray
bundle imaging.

In case of minimal deflection angles between the incident and diffracted ray bundles the same
imaging optics can act both as collimator and camera and is therefore travelled through twice
by the radiation: On the way from the entrance slit to a planar dispersing element and on the
way back in the direction of the detector. Said optical auto-collimation configuration for plane
gratings and prism spectrographs was first described by Otto von Littrow and successfully
applied for various instruments [Harrison et al., 1948; Sawyer, 1951]. Formerly a substantial
drawback of this concept was the false light reflected by the lens optics in the direction of the
detector. Nowadays this problem can be effectively tackled either through high-performance
anti-reflection coatings on aberration corrected achromatic lenses or through application of
paraboloid mirrors with minimal surface coarseness and high reflectivity reaching into the
UV.
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Today the Littrow configuration is especially suited for the optical design of highly compact
spectrographs. Due to its outstanding imaging quality and narrow, elongated architecture
it has also been chosen as template for the SOLUSAR spectrometer design. Therefore the
entirety of the assembly consisting of telescope, spectrometer and detector together with the
adjoined mechanical and electronic modules can be mounted along a unified optical axis and
thus conveniently stored inside a cylindrical protective tubing (see Fig. 4.9).

4.5.2 Echelle Grating Dimensioning

The starting point regarding the dimensioning of the SOLUSAR spectrograph was the objective
to achieve a pixel-related bandwidth of about 7pm/per px needed for the sufficient resolution of
absorption structures. This task had to be fulfilled on the basis of the optical, mechanical and
electronic components available on the market, namely scientific camera systems, diffraction
gratings and prism materials.

Based on the decision to apply the CCD detector described in detail in Section 4.6.3, it
directly follows that the linear dispersion which has to be produced by the spectrograph is
L = dl

dλ = 1.64mm/nm. Eq. 4.3 given above shows that the demanded angular dispersion of a
diffraction at moderate focal lengths can only be achieved through application of a grating with
a diffraction angle above 60°. Conventional echelette gratings in low diffraction order numbers
cannot diffract into such high angles even for radiation with lower wavelengths. Solely echelle
gratings are able to achieve diffraction efficiencies around 60% over a multitude of orders and
over extensive spectrum segments.

The leading manufacturer RGL (Newport) provides a series of high-end echelle gratings with
blaze angles of around 63° which corresponds to a stepping ratio of 2:1. Gratings with a
multitude of different grating constants between 23 g/mm to 316 g/mm (g denoting the number
of grooves) are available for divided surfaces of up to 200mm times 400mm. In case of
SOLUSAR the grating 408E by RGL with a groove density of 79 g/mm and a blaze angle of
62° has been selected. With the equations in Section 4.4.1 this yields the diffraction order
m = 28 and a free spectral range of about 30nm for the SOLUSAR measurement range. The
primarily addressed 12 nm broad wavelength range around the central wavelength of 795nm
for these gratings lays in the range with the highest diffraction efficiency (blaze maximum).
With the high angular dispersion of the grating the demanded linear dispersion can already
be achieved with a focal length of 400mm.

For said focal length Thorlabs (USA) offers an achromatic doublet (AC508-400-B) with a good
surface quality which produces low stray light amounts and disposes of an anti-reflection coat-
ing for radiation between 650nm and 1050 nm. Consisting of two lenses of different materials
(N-LAK22/N and N-SF6HT) and radii of curvature this doublet produces minimal aberrations
over a relatively widespread image field and can thus be applied as focus lens in a Littrow
system. In contrast to the application of mirror optics, a considerably slimmer architecture
can be reached with the application of the transmission optics described above.

4.5.3 Internal Cross Dispersion

As described above the diffraction of an echelle grating leads to an overlap of the free spectral
ranges of the individual diffraction orders in narrow angular interval. In a Littrow spectrograph
using lens optics the diffraction order separation can either be conducted using transmission
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gratings or prisms with double radiation passage. Especially for longer wavelengths transmis-
sion gratings produce a high dispersion. For this reason special NIR transmission gratings
by Thorlabs have been tested as order-sorter elements in the SOLUSAR development. Unfor-
tunately said gratings exhibited strong stray light and the diffraction efficiency of maximum
60% with the double passage lead to a considerable energy loss. Further experiments with
new holographically manufactured phase gratings could not be effectuated for lack of time.
Therefore a dispersion prism made from heavy flint glass (SF10) with a high refraction index
in the NIR and high transmission is applied. The inclusion of a folding plane mirror between
prism and echelle grating allows the arrangement of all optical components along one axis des-
pite the strong ray deflection by the prism. The folding mirror can be tilted in two directions
thus allowing the spatial stabilization of the spectrum on the detector (see Fig. 4.14).

4.5.4 Ray Tracing

The optical design of SOLUSAR’s Littrow spectrograph was optimized with the help of the ray
tracing software package ZEMAX regarding the different spectroscopic target values namely
the spectral resolution, echelle dispersion, pixel-related bandwidth, cross dispersion, aperture,
throughput, as well as the various mechanical constraints as overall size, detector dimensions
and the assembly and adjustment tolerances. Figs. 4.10 and 4.11 show the resulting configur-
ation of the optical spectrometer components as shaded model and as 2D layout, respectively.
For the construction of the mechanical layout the data of the ray paths and optical component
dimensions were directly transferred to the CAD software.

The passage of the ray bundles under different angles of incidence with respect to the prism’s
principle plane on the way from the grating to the detector inevitably leads to a bending of
the spectra along the diffraction orders. The detector is sufficiently high to fully collect the
spectral data even when applying a 1mm tall entrance slit. Fig. 4.12 shows the imaging of
different wavelengths belonging to the primary SOLUSAR measurement window (either water
vapour absorption lines or argon emission lines) and the bending of the diffraction orders.
Also wavelengths belonging to the neighbouring orders are depicted. The prism dispersion is
dimensioned in a way that these neighbouring orders appear mostly outside the detector area.
These orders could be moved into the measurement range by tilting the adjustment mirror if
desired. Fig. 4.13 gives account on the theoretical imaging quality of SOLUSAR. The image
size of the single spots (belonging to the entrance slit mask) is considerably smaller than
the airy disk in the center of the image which describes the theoretical limit of the imaging
quality.

4.6 Detector

The development of new spectroscopic instruments is to a large degree driven by the vast
improvements achieved in the field of detector technology. Since the introduction of solid-
state array detectors, merging the advantages of the previously used photographic plates and
photo-multiplier tubes (PMT) [Welz et al., 2005], a large set of different detector technologies
has emerged like charge-coupled devices (CCD), photodiode arrays (PDA), CMOS-based image
sensors or charge injection devices (CID) to name a few. Despite the considerable differences
in technology and detector parameters they unanimously share the extremely high geometrical
accuracy and photometric performance.
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Figure 4.9: Overview on the optical layout of SOLUSAR
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Figure 4.10: Optical setup of the SOLUSAR spectrometer (Littrow configuration): Coming
from the entrance slit (ES), the light is collimated by an achromatic lens (AL) and is
then sequentially diffracted by a prism (P ) and the echelle grating (EG) and on the
reverse path again by the prism. Finally the generated spectrum is imaged onto the
detector (D). The ray path is folded by the two planar mirrors (M1 and M2). Depicted
are the ray paths for the same wavelengths of diffraction order 28 as listed in Fig. 4.12.
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Figure 4.11: True-to-scale image of the SOLUSAR spectrometer setup.
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Figure 4.12: Computed spot diagram of eleven wavelengths, within the primary SOLUSAR
measurement range, belonging either to strong argon emission or water vapour absorption
lines. The entrance slit height is 1mm. The diffraction order shows the characteristic
bending due to the prism influence. The depicted lines denoted with a (∗) are virtual
wavelengths to illustrate the gap between neighbouring diffraction orders.
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Figure 4.13: Computed image of the entrance slit (height: 1mm, width: 50 µm) on the
CCD sensor at three different wavelengths. The entrance slit is denoted by ten points
belonging to the slit mask. Each spot is considerably smaller than the airy disk in the
center of the image, describing the diffraction limited resolution of the optical system.
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Figure 4.14: The spectrometer’s deflection mirror is mounted on two stacked tiltable plat-
forms together allowing 2-dimensional shifts of the spectrum image on the CCD sensor.
As the tilting is controlled by two micrometer screws powered by stepper motors, spec-
trum positioning with an accuracy of below 0.1pixel is achievable.

4.6.1 SOLUSAR Detector Requirements

During the selection of an appropriate detector for the SOLUSAR measurement system various
detector parameters had to be validated. The most demanding requirements are set by the
intention to acquire lunar spectra:

• Sensitivity: The acquisition of spectra with sufficient signal strength under low-light
conditions requires a high detector quantum efficiency (QE).

• Chip size: The dimensions of the photo-active detector plane must allow the simultaneous
acquisition of that diffraction order section bearing the aimed spectral range with a
substantial entrance slit height. Additionally visibility of some free space between orders
is desirable for stray light determination purposes.

• Readout Speed: High-frequency readout of the detector should allow rapid acquisition of
a large number of spectra and thus an improved S/N-ratio.

• Noise susceptibility: Low-light measurements should not be too heavily compromised by
readout noise and dark current influence.

• System Integration: Detector head and controller unit must fit into an instrument where
room is sparse. Low heat dissipation, easy interfacing and programmability are desirable
as well.

• Acceptable costs

Some of the above mentioned objectives are indeed subject to trade-offs, as e.g. detector size
and readout speed. The detector best fulfilling the demands at the time of selection was a
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back-thinned CCD sensor Hamamatsu C9260-933-17, described in detail in Section 4.6.3. In
the subsequent section the underlying technological principles are shortly outlined.

4.6.2 Charge Coupled Device (CCD)

CCD detectors are among the most common digital imaging devices nowadays, applied in
countless cases ranging from consumer articles (e.g. digital cameras, cellphones) over industrial
processes to untold scientific applications. CCDs have proven to be especially suited for
numerous analytical applications such as spectroscopy, microscopy, x-ray imaging and many
more [Denton et al., 1996]. Advantageous are the broad detectable wavelength range (NIR to
soft x-ray), the linearity of the generated signal strength with respect to the incident radiation
intensity of a certain wavelength, high quantum efficiency, low charge transfer losses [Becker-
Roß and Florek, 1997], low read noise, durability and affordability.

Generally CCDs can be described as arrays of MOSFET-like capacitors which together form
a photosensitive plane. As shown in Fig. 4.15(a) the detector consists of various doped
semiconductor layers (mostly bromide-doped silicon) coated with an insulating transparent
layer (silicon oxide) on which structures of transparent electrodes are located. The arrangement
of these so-called gates forming a pixel define the spatial resolution of a CCD detector. The
edge length of a pixel usually amounts from about one to several microns.

As a photon reaches the detector it traverses the top layers and enters the silicon bulk. If
the photon energy exceeds the so-called band gap of the semiconductor, electrons are lifted
from the valence band to the conduction band through generation of electron-hole pairs (inner
photoelectric effect). Voltages are applied to the detector to enforce the holes to run off
deeper into the substrate whereas the electrons are driven to the surface. As shown in 4.15(a)
the electrons gather in potential wells underneath the electrodes. Once the light exposure
is finished the charge transfer from one capacitor to its neighbouring capacitor is initiated
(through a particular gate voltage regimen) until the charge reaches the so-called shift register,
from which the charge portions are guided line-by-line, pixel-per-pixel to a signal amplifier and
subsequently A/D converted thus producing a 2-dimensional image of the spatial irradiation
intensity distribution incident on the detector during the time of exposure.

According to Sweedler et al. [1994] “the quantum efficiency (QE) of the device depends on
the number of photons that are absorbed in the silicon with sufficient energy to produce a
photoelectron”. For an improved S/N-ratio high QE values are desirable. The quantum effi-
ciency is heavily depending on the photon energy (i.e. wavelength). Silicon shows considerable
reflectivity depressing the QE, especially for shorter wavelengths. The effect can be reduced
using anti-reflective detector coatings. Furthermore the polysilicon gate structures are photon
absorbing, thus reducing QE, especially in the UV, where it drops to zero for wavelength
shorter than 400nm for non-coated sensors [Sweedler et al., 1994].

One approach often applied in the scientific scope to improve QE [Holst, 1998] is the use
of backside-illuminated CCDs, where photons are directly incident on the thinned backside
of the sensor, where no absorbing gate structures are present (Figs. 4.15(b) and 4.15(c)).
The thinning process leaves a silicon membrane with a thickness of only 15 µm to 30 µm.
The improvement in QE over a broad spectral range is shown in Fig. 4.15(d). Possible
disadvantages of this technique lie in the increased fragility and cost of production, a possible
moderate rise of dark current and in the number of defect pixels. Furthermore so-called
etaloning (parasitic intensity structures) can occur when measuring NIR intensities, an effect
which is further outlined in Sections 4.6.4 and 4.9.
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(a) Cross section of a conventional front-illuminated CCD. Incident photons induce electron-
hole generation in the silicon substrate, with electrons moving toward the gates, where
they gather in potential wells, which are shaped by the applied voltages at the gates
(φ1, φ2, φ3). The accumulated charge is a measure for the local signal strength of the
incident radiation (adapted from Bradt [2004]).
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(b) Cross section of a back-thinned CCD: The sensor is illuminated from the rear thus pre-
venting photon absorbtion by gate structures. The silicon bulk is thinned and overlayed
by an accumulation layer to supress reflection.

(c) Scheme of the internal potential of a back-thinned CCD
[Hamamatsu, 2007].

(d) QE-curve of a typical front-
illuminated CCD and the
back-thinned sensor used with
SOLUSAR [Hamamatsu, 2007].
(red: SOLUSAR λ-range)

Figure 4.15: Principle of charged-coupled devices (CCD).
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4.6.3 SOLUSAR Detector

The found detector system, best fulfilling the requirements described in Section 4.6.1, is an
OEM CCD Board Camera Hamamatsu C9260-933-17 working with a back-thinned Hama-
matsu sensor S10141-1108. The exact device specifications are outlined in Tab. 4.1. As shown
in Fig. 4.15(d) the back-thinning leads to a quantum efficiency of about 70% at wavelengths
around 800 nm which far exceeds the QE of a front-illuminated CCD (about 25%).

The detector width allows sensing of the spectral range aimed for with a suitable spectral
resolution while keeping the entrance slit width at a reasonable level. With a detector height
of 3mm the use of a 1mm slit height is viable, considering prism-caused diffraction order
bending, while still retaining enough detector area above and below the order for stray light
monitoring. The relatively small array size (0.5Mpx) together with the possibility of on-
board vertical binning allows readout times for a single spectrum of below 16ms. Vertical
binning, schematically explained in Fig. 4.16, describes the process of vertical transfer of the
accumulated charge of every column into one shift-register increment where they are stored
until being subsequently integrally read out as a single line, thus limiting the A/D-conversion
time span. This procedure can be advantageously exploited in our case as all pixels within a
column belong to the same wavelength. Measuring only in the vertical binning mode would
allow the spectra acquisition without the need for a mechanical shutter.

Photosensitive Pixel Array 

Shift Register 

1. Image Acquistion 2. Vertical Charge Transfer 

3. Single Line Readout 

Figure 4.16: Principle of hardware vertical binning

The chosen camera is suited for low-light level detection [Hamamatsu, 2005] which, together
with exposure times between 5ms to 20 000ms, leads to a high overall dynamic range. It
features relatively low noise and low dark signal (compare Tab. 4.1).

As visible in Fig. 4.17, detector head and controller of the camera are separate units connected
with a short flat ribbon cable which allows the conform integration into the instrument with
confined space conditions. The camera is controlled via a USB 2.0 interface and is program-
mable using the Hamamatsu software development kit DCAM-SDK.

4.6.4 Etaloning

Etalons are narrow flat optical elements with two partially reflective surfaces facing each
other. When illuminated the transmission spectrum exhibited by a perfect etalon with respect
to wavelength, is a series of spikes belonging to wavelengths which fit with “an exact integer
number of times between the surfaces” [Roper Scientific, 2000]. This resonant behaviour can
be used in various optical applications ranging from Fabry-Pérot interferometers over dichroic
filters (bandpass filters) to the construction of single-mode lasers.

In imperfect etalons with reflectance well below 100% “the spectral characteristics soften from
a spiky comb to a smooth set of fringes” [Roper Scientific, 2000]. The transmission spectrum
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Figure 4.17: OEM CCD camera Hamamatsu C9260-933-17. The detector head (a) is
temperature-stabilized by a Peltier element. The sensor head’s heat sink(b) is supported
by two small fans (c). The camera controller (d) is controlled via USB interface (e). For
full galvanic insulation of the camera the USB signal is conducted via optical fibre to
the main computing unit. The camera-generated shutter signal is transferred via opto-
coupler (f, compare Section 4.10.6). (g) denotes the folding mirror guiding the light from
the spectrometer onto the CCD chip. The mounting plate of the camera is blackened as
are most mechanical elements inside the spectrometer.

Parameter Value

Sensor Name Hamamatsu S10141-1108
Type Back-thinned CCD image sensor
Sensor Size 24.576mm × 3mm
Effective pixels 2048 (width) × 250 (height)
Pixel size 12 µm ×12 µm
Full well capacity ∼ 60000 e− (high gain mode)
Amp gain conversion 0.9 e−/AD count (high gain mode)
Dark Current (at 20 ◦C) max. 50 e−/px · s

Readout Noise 20 e− rms

Camera System Type Board Type
Full frame readout time 2483.2ms

Measurement modi Full frame
line-binned

AD converter 16 bit
Exposure time 5ms to 20 000ms
Sensor cooling 0 or −10 ◦C (using peltier element)
Communication Interface USB 2.0
Power supply 12VDC / 1000mA
Ambient operating temperature 0 ◦C to 40 ◦C
Ambient operating humidity max. 70% RH

Table 4.1: Specifications Hamamatsu CCD Board Camera C9260-933-17 [Hamamatsu, 2005,
2008]
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4.6 Detector

T (λ) depends on multiple parameters: The etalon thickness d, the surface reflectance R, the
refractive index η, wavelength λ and angle of incidence Θ and is described by the Airy-Formula
[Paul and Fellner, 1999]:

T (λ) = 1
1 + 4R

(1−R)2 sin2( δ(λ)
2 )

(4.8)

with δ(λ) the wavelength-dependent phase shift:

δ(λ) = 2π
λ
η d cos(Θ) (4.9)

When measuring in the NIR region the thinned silicon substrate of the back-illuminated CCD
becomes partially transparent. Additionally the back plane, whose anti-reflection coating is of-
ten not optimized for the NIR, and the silicon oxide layers near the gate (with a refraction index
of about 1.5 with respect to the silicon bulk with 4) form two partially reflective surfaces. This
influences the quantum efficiency: the transparency reduces QE, an effect which is partially
compensated as some photons re-enter the bulk because of the reflectance (thus increasing the
effective path length and the absorption probability in the photosensitive layer).

A more remarkable disruptive side-effect is the building-up of standing wave patterns [Roper
Scientific, 2000] of constructive and destructive interference. This leads to a modulation of the
actual intensity distribution on the chip which often appears as “marble structures", as shown
in Fig. 4.18 . The amplitude of the fringing structure can reach up to several percent of the
useful signal. For back-thinned CCDs the structure is mainly caused by two effects: spatial
etaloning and spectral etaloning.

Figure 4.18: Spectrum of a flat-field lamp produced by the spectrometer TwinCompass
(echelle spectrograph; focal length: 135mm; grating: 316 grooves/mm; blaze angle: 63°)
covering a wavelength range from 350 nm (top) to around 900nm (bottom). The spec-
trum is recorded with a back-thinned CCD-Camera exposing prominently the interference
structures caused by etaloning which only occur at longer wavelengths.
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Spatial etaloning describes the effect of an imperfect silicon layer thickness. When illuminated
with monochromatic light, spatially distributed interference patterns become apparent. With
the shift between constructive and destructive interference only at λ

2 and the refractive index
of silicon at 4, the necessary thickness deviation for light of 800 nm is only about 0.05 µm
(or λ

16). In contrast to conventional imaging applications this is of special importance in
spectroscopy, where specific locations are in fact illuminated with quasi-monochromatic light,
thus preventing an averaging out of the etalon fringes as possible with a broader local spectral
distribution.

Spectral etaloning denotes the dependence of the interference structure on the wavelength of
the incident radiation. Areas of maximum constructive interference occur with a periodicity
of several nm wavelength depending on thickness (here assumed to be constant) and the
wavelength region.

When a back-thinned CCD experiences a constant illumination situation with respect to spa-
tial intensity distribution, wavelength composition and illumination direction, it exhibits an
interference structure which is highly constant, both location-wise and amplitude-wise. This
constant modulation pattern can basically be treated the same way as varying pixel sensit-
ivities of the detector whose effects are eliminated through division of the primary retrieved
spectrum with a flat-field spectrum (see Section 6.6). With the illumination and therefore
the pattern slightly changing, the effect can be partially extinguished by using tall entrance
slits and averaging out by vertical binning. This however only works with marble structures
not aligned with CCD columns. The appearance and treatment of etaloning in the case of
SOLUSAR is described in Section 4.9.

4.7 Entrance Slit Group

The entrance slit represents the field stop of the optical system. Around the entrance slit
the ray bundles become the smallest, making a suitable place for the positioning of various
additional optical components. As evident in Fig. 4.19 all these elements are mounted on a
single aluminium base plate for the sake of correct adjustment preservation.

The converging ray-bundle descending from the telescope first meets a thin quartz plane plate
with an angle of incidence of 45°, thus acting as a beam splitter. The two surfaces of the plane
are reflecting roughly 8% of the intensity which is then directed onto the quadrant diode used
for the control of the telescope aiming (see Section 4.10.2). Using the same quartz plane,
light emitted by a spectral lamp can be coupled into the spectrometer using an optical fibre
and transfer optics (see 4.8.2). In case of solar measurements the highly intense radiation can
be attenuated by swivelling in two grey filters (Section 4.7.1). The spectral broadness of the
remaining light let through is then reduced by a red filter plate to limit the amount of radiation
entering the spectrometer unit thus constricting false and stray light. The radiation enters
the homogenizing fibre (compare Section 4.9) in the telescope focal plane. The optical fibre
is mounted using SMA connectors with the fibre exit practically touching the entrance slit
diaphragm. The spectrometer illumination is controlled by an electronic shutter (see Section
4.7.1). Close to the entrance slit lies a folding mirror guiding the light coming from the
spectrometer onto the CCD detector nearby – a typical setup for spectroscopic instruments in
Littrow configuration.

The entrance slit area, with multiple ray paths converging, is the place where most of the
optical adjustment measures take place. Through the introduction of a homogenizing fibre the
required effort is greatly reduced: A perfect alignment of telescope axis and spectrometer axis is
no longer necessary. Furthermore the various SMA connectors are allowing to comfortably feed
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Figure 4.19: “Entrance Slit Group”: Optical elements gathered below the telescope around
the spectrometer’s entrance slit.
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in additional external light sources. E.g., the right position of the homogenizing fibre entrance
in the focal plane of the telescope’s imaging lens was found by a backward illumination of the
telescope with an LED and a subsequent analysis of the collinearity of the exiting radiation
using another external (calibrated) telescope.

4.7.1 Shutter and Optical Filters

The acquisition of full-frame CCD images (5.2) requires the application of a physical shutter,
as the detector ought not to be illuminated during charge transfer to CCD’s shift register.
The camera provides a trigger signal (TTL signal) which is synchronized with the electronic
exposure/readout regime. The chosen optical filter set-up affords minimal exposure times
of 10ms under the brightest conditions when recording sun spectra (summer, noon, clear
atmosphere). The shutter thus has to provide well-defined short opening and closing times.

shutter bumper 

rotary solenoid 
(shutter) 

optical filter 
(attenuating radiation on quadrant diode) 

homogenizing fibre 

rotary solenoid 
(optical filters) 

optical filter 
(attenuating radiation entering spectrometer) 

shutter blade 

quadrant diode 

entrance slit 
(concealed) 

Figure 4.20: Arrangement of the mechanical shutter and the pivotable optical filters.

The shutter, placed right after the entrance slit (see Fig. 4.20), consists of a rotary solenoid
and an attached small shutter blade discontinuing the ray path. The rise and fall time of this
system amounts to around 1ms. When measuring in the millisecond range the shutter shows
resonance behaviour impairing the linearity between exposure time and intensity arriving at
the CCD. As the behaviour is highly reproducible it can be circumvented through a look-up
table listing suitable exposure time/intensity pairs.

As for the shutter a rotary solenoid is used to switch in a pair of grey filters in case of solar
measurements. A first filter reduces the integral intensity coming from the telescope by a
factor 1.5; a second filter reduces the intensity on the quadrant diode by around two orders of
magnitude.

80



4.8 Built-in Light Sources

4.8 Built-in Light Sources

For various calibration purposes, which are outlined in detail in Chapters 5 and 6, two light
sources are integrated into the measurement system which are shortly described in the following
subsections.

4.8.1 Flat-field Lamp

A small halogen bulb (Gilway L1040 Clear-End Halogen Lamp) is statically mounted at the
bottom of the telescope encasement underneath the revolving platform. The lamp is powered
with 4.5V and emits light with 70 lm at a color temperature of 1350K. Fed into the spectro-
meter the lamp provides continuum spectra necessary for the determination and correction of
pixel-sensitivity patterns belonging to the CCD. Additionally it is used to derive the diffrac-
tion order edges used for spectra stabilization, stray light determination and spectra binning.
Further it serves as internal position reference (for further details on all points mentioned here
see Chapter 5).

Figure 4.21: Mounting of the halogen bulb (a) inside a baffle tube (b) at the bottom of the
telescope encasement underneath the revolving platform with the collimator lens (c) and
the deflection mirror (d).

As shown in Fig. 4.21 the bulb is stored in a horizontal tubing (to avoid false light in the
telescope) which guides the light to a small collimation lens. The light is then redirected by a
planar mirror into the direction of the primary telescope mirror. The generated halogen bundle
is slightly narrower than the solar ray bundle which is of relevance regarding spectrometer
illumination (compare Section 4.9). Unlike the argon lamp (Section 4.8.2) with its more direct
feeding in of the light via the quartz plane plate underneath the telescope, the halogen light
feeding in makes use of the high-quality achromatic lens thus limiting chromatic aberration
and improving quality of the imaging onto the entrance of the optical fibre.

4.8.2 Spectral lamp

To provide the acquisition of spectra with isolated emission lines a spectral lamp with argon
fill is included in the spectrometer. Excited argon exhibits three emission lines in the mainly
targeted wavelength range between 789.0 nm and 802.0nm (see Tab. 6.3) strong enough to
be recorded with exposure times of a few seconds. Additional argon lines appear in adjacent
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wavelength regions, being of help when obtaining data in the spectral vicinity of the primary
window.

The integration of a rare gas lamp, proving distinct single lines, serves numerous purposes,
i.e.:

• Wavelength Stabilization: The emission lines with their assigned wavelengths form “an-
chors” in order to keep the spectrum image at a definite position on the sensor. For a
description of the spectrum stabilization procedure see Section 5.3.

• Dispersion Computation: Using the emission lines’ wavelengths and their respective
positions on the chip a scale assigning a wavelength to every CCD pixel column can be
estimated (see Section 6.7).

• Apparatus Function Determination: The monitoring of emission line profiles with respect
to the position on the sensor serves as an estimation of the apparatus function width
(see Section 5.4).

• Adjustment Process: For the optical adjustment during and after the instrument’s
construction process, the argon spectra were used to find the position of the spectro-
meter’s achromatic lens providing the best image focus (over the whole sensor width)
by minimizing the emission line’s FWHM (Full Width at Half Maximum). In case of a
readjustment this procedure can easily be reapplied. As a narrow but high entrance slit
is used, a good vertical alignment with respect to the CCD sensor is indispensable. This
setting, also to be optimized for the entire sensor area, is achievable through rectification
of the emission lines along the detector columns.

(a) StellarNet SL2 calibration lamp (b) Argon-filled UVP Pen-Ray with power supply

Figure 4.22: Spectral lamps for different calibration purposes.

Initially deployed was a StellarNet SL2 emission lamp which can be powered using the 5V
available in the measurement system (see Fig. 4.22(a)). With the inclusion of a homogenizing
fibre (see Section 4.9) and the accompanying large intensity losses, recording of usable emission
spectra required exposure times up to 10 s which heavily obstructs the measurement procedure.
Thus a stronger light source paired with a new optical coupling was introduced: The UVP
Pen-Ray 11AC-2 light source, a low-pressure, cold cathode UV lamp with a U-shaped quartz
tubing holding the gas fill and the electrodes placed at one side (Fig. 4.22(b)). Exposure
times for the acquisition of argon spectra can thus be reduced by roughly a factor of 10. A
combination of two aspheric collimation lenses mounted head-to-head, images the light coming
from the lamp through an optical fibre onto the entrance slit (visible in Fig. 4.19, letter f). The
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lens combination is mounted closely to the fibre exit (quartz fibre, diameter 600 µm) covering
the full numeric aperture and producing a slightly magnified image to fully cover the slit. This
again increases the intensity by a factor 2.5 to 3.

Inconveniently the Pen-Ray lamp is in need of a high ignition voltage and is operated with AC
voltage. In order not to introduce another source of possible electromagnetic disturbance in
the instrument, the power supply is located externally. The lamp itself is stored underneath
the telescope (Fig. 4.19, letter e).

4.9 Homogenization Unit

According to the description given in Section 4.2 the SOLUSAR measurement system was
conceived to consist of directly coupled telescope and spectrometer units, omitting the use of
optical fibre harming the system’s light throughput. With the apertures of the telescope and
the spectrometer well accorded, measurements under low light conditions (moonlight) with
reasonable exposure times would have been possible. In the initial coupling set-up, depicted
in Fig. 4.23, the light gathered by the telescope unit is directly imaged by an achromatic lens
onto the entrance slit.

Test measurements with the described set-up proved the tremendous sensitivity of the chosen
instrumental approach. Lunar spectra around full moon are obtainable with exposure times
between 8 s to 10 s reaching up to 50% of the CCD’s full well capacity. The application of
preprocessing algorithms described in Chapter 6 on solar and lunar spectra, however, does not
produce satisfactory transmission spectra. A determination of the baseline intensity I0 with
an accuracy of better than 1% is regarded as a necessary foundation to derive water vapour
concentrations of sufficient quality. As shown in Fig. 4.24(a) to 4.24(c) every single spectrum
is heavily affected by the influence of etaloning as described in Section 4.6.4. Vertical binning
is by no means sufficient to eliminate the structures, as the overlaying pattern is sometimes
(especially at the CCD edges) aligned with the CCD columns.

The flat-field correction (see Section 6.6), which should, in case of an invariant modulation
pattern, eliminate these structures is failing to do so, as can be seen in the flat-field spectrum
quotients in Fig. 4.24(d).

4.9.1 Causes of Etaloning Distortion in SOLUSAR Transmission
Spectra

Though visually not perceivable, there are considerable differences between the etalon fringes
exhibited on a solar spectrum and those on a flat-field spectrum from the instruments halo-
gen lamp, which becomes apparent when computing the pixel-wise ratio of the two spectra
types which should exhibit only smooth broadband intensity modulations. Given the similar
amplitude and sharpness of the modulation features, already slight lateral position deviations
between the two patterns cause severe distortions of the computed transmission spectra. Two
main reasons are found to contribute to the slightly altered etalon fringe patterns:

• Different Ray Bundles: The acquired ray bundles from the different light sources do
not have the same morphology: Foremost the bundle diameter of the acquired sun ra-
diation is defined by the mirror system, whereas the halogen bundles are restricted by
the associated collimation lens rendering it considerably smaller (roughly two times in
diameter). Additionally the ray path of collimated halogen bundles does not follow the
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Figure 4.23: Original set-up of the telescope/spectrometer interface: The incoming light
from the telescope is directly guided onto the entrance slit (A), passing the partially
transparent quartz plane plate (B). This plate is branching off a small intensity portion
onto the quadrant diode (C) and is coupling in light coming from the argon lamp via
optical fibre (F). By use of a rotary solenoid (D) two optical filters can be switched
in, attenuating the light guided in by the telescope and even further decreasing the
intensity entering the spectrometer in case of sunlight measurements. To prevent stray
light spreading various baffles are used (as, e.g., G), also serving as aperture stop. (E)
denotes the back-thinned CCD detector.
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(a) SOLUSAR full frame image of a halogen spectrum (entrance slit height 1mm) exhibiting marble
structure caused by etaloning effects in the backthinned CCD.
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(b) Extract of Fig. 4.24(a) showing the etalon structure
on the right side of the detector. The nearly hori-
zontal lines are caused by entrance slit impurities.
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(c) Vertical binning of the halogen
spectrum from Fig. 4.24(a). The
interferences cannot be averaged
out. Intensity differences of up to
± 5% occur already on a very short
distance (e.g. around column 900).

(d) Influence on flat-field spectra quotients: The red line denotes a quotient between subsequently obtained
spectra of the internal halogen lamp (exposure time always at 2 s). The blue and pink line show the
distorted baseline when computing quotients from spectra with differerent spectrometer illumination.
As the interference patterns differ they cannot be eliminated through spectra division.

Figure 4.24: Etaloning structures in SOLUSAR spectra.
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vertical telescope axis with absolute precision due to adjustment limitations.
Eq. 4.8 shows the influence of the angle of incidence on a perfect etalon. Also in the case
at hand the back-thinned CCD seems to produce slightly different interference patterns
depending on the angular radiation distribution.

• Changing Entrance Slit Illumination: Between the spectrometer’s illumination by the sun
or the moon and the flat-field lamp also the field-wise distribution is changing. E.g. the
projected sun disk on the entrance slit alone can show a surface brightness which varies
spatially over time, due to the influence of clouds et cetera. The intensity distribution
over the entrance slit height in any case differs from that evoked by the halogen lamp
which is shaped by the imaged glowing coil of the halogen bulb.

4.9.2 Etaloning Countermeasures

In order to gain solar/lunar spectra and corresponding flat-field spectra modulated by an
approximately constant etaloning structure, the light entering the spectrometer has to undergo
an antecedent homogenization of the radiation distribution: The intensity distribution over the
entrance slit height (field homogenization), as well as the angular distribution of intensity in the
ray bundles entering the spectrometer (aperture homogenization), should become independent
of the light source. A wide range of different optical measures, outlined in the following
sections, have been tested regarding their homogenization efficiency and their accompanying
loss of overall intensity, whose confinement is of utmost concern.

Homogenizing Rods

One possibility to homogenize light with uneven intensity distribution having lately emerged
are so-called Light Pipe Homogenizing Rods. These bars manufactured by Edmund Optics
either of N-BK7 glass or quartz glass (for applications in the UV) dispose of a hexagonal cross
section. (Similar products with a square cross section are manufactured by Newport). Such
devices ought to transform the output of a non-uniform light source to a uniformly bright
beam through internal total reflection randomizing the entrance angles. This is claimed to
work independently of the spectral features of the light source and while keeping the numeric
aperture practically unaffected. Hexagonal light pipes are available with diameters ranging
from 2mm to 20mm and lengths between 25mm to 125mm. For SOLUSAR such a rod has
on the one hand to deal with a very small input aperture (around f/15), what makes narrow
and long rods desirable. On the other hand it should be as short as possible to not excessively
compromise the instrument’s compactness. A length of 75mm and a diameter of 2mm was
found to be appropriate. In the case at hand the application of this rod results in intensity
losses of up to a factor 3 due to a larger exit facet compared with the telescope produced spot
size (diameter 1.2mm).

Experiments with a test set-up simulating the telescope illumination however showed, that light
pipes of the chosen type do not provide a sufficient redistribution of the intensity given the
small aperture and the hence limited number of internal reflections. Neither in near-field, which
should guarantee a uniform entrance slit illumination nor in the far-field at the collimation
lens a intensity distribution sufficiently independent of the light source is achieved.
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4.9 Homogenization Unit

(a) 75mm homogenizing rod with mounting. (b) End of a homogenizing rod.

Figure 4.25: NBK-7 homogenizing rods by Edmund Optics used to scramble structured light
sources through total reflection.

Polymeric Optical Fibre

Light guiding cables made from polymers (POF) can be used as homogenizers. Compared
to classical optical cables made from glass, POF cables do not provide as excellent mirroring
characteristics. This on one hand leads to a better angular redistribution of the intensity, the
effect which is sought, on the other hand the aperture of the incoming light cannot not be
retained and the intensity output is distributed over the whole numeric aperture (NA) of the
fibre. The tested Toray Raytela PG-series fibres have a NA of 0.5. Together with certain
transmission losses of the fibre, this, in case of SOLUSAR, leads to massive intensity losses
of up to a factor 40, as large amounts of the light bundles do not reach the spectrometers
achromatic lens. This behaviour is even amplified, when using long fibres (up to 2m) which
are coiled several times, which then again would provide the best homogenization results (see
Section 4.9.3).

Quartz Optical Fibres with Hexagonal Cross Section

Lately quartz fibre cables with non-circular but quadratic, rectangular or hexagonal cores have
emerged (see Fig. 4.26). They are applicable in various cases ranging from very tightly packed
bundles of quadratic fibres used in astronomy to the scrambling of the intensity structures
of diode lasers. With hexagonal cross sections and small diameters, such cables can be seen
as very long, narrow and flexible homogenizing rods described above. Optical fibres Optran
NCC UV/WR fabricated by Ceramoptec [Ceramoptec, 2011] with a core diameter of 400 µm
and different cable lengths (400mm and 800mm) have been tested. Given the 1mm entrance
slit the application of thicker cables would be desirable, but is prohibited by cable bending
limitations and the sparse space inside the instrument.

Besides its overall homogenizing quality being short of the one provided by longer polymer
fibres (see Section 4.9.3), the solution is accompanied by the disadvantages of a reduced dif-
fraction order height: With a 400 µm core and the non-consideration of pixels close to the
diffraction order edges, the usable diffraction order height decreases from 77pixel to 36pixel
thus reducing the S/N-ratio by nearly 40%. A smaller diffraction order height also slightly
increases the proneness to the electric disturbances described in Section 4.10.6.
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Figure 4.26: Cross section of optical fibre with a quadratic light-guiding core [Photonics,
2010].

One of the main advantages lays in the far better preservation of the aperture compared to
polymer fibre, as long as the light conductor is not excessively bent. The surface bright-
ness when using a 400 µm hexagonal fibre compared to a 1000 µm polymeric fibre is 5 to 6
times higher. Hence the overall loss compared to the initial direct coupling of telescope and
spectrometer amounts to roughly a factor 7 to 8.

Generally the integration of any optical fibre massively facilitates the pre-operational adjust-
ment of the instrument, as described in Section 4.7. Also the speed requirements for the
telescope control cycle are generally reduced as slightly off-axis images of the sun produced by
the telescope do no result in partial non-illumination of the slit.

To further improve the homogenizing efficiency of the fibre the telescope’s achromatic lens
was replaced by a lens with a shorter focal length (50mm instead of 150mm). By making
better use of the fibre’s acceptance angle an enhanced mixing should have been reached, as
the number of reflections increases. However the exhibited effect on the baseline was minimal,
whereas the overall intensity decreased again, as the spectrometer aperture was exceeded even
more, an effect which is not fully compensated for by the smaller image size of the sun spot
(0.4mm) on the fibre entrance.

Holographic Diffusers

Matt screens are often used to produce diffuse light conditions, but with the setback of a greatly
increased illuminated field. Holographic diffusers, grained foils made from polycarbonate, are
able to produce diffuse illuminations with a far smaller expansion of the aperture (see Fig.
4.27(b)). Holographic diffusers from Edmund Optics have a transmission efficiency of above
85%, are applicable in the VIS/NIR region and are available with different diffusion angles
ranging from 0.5° to 80°. In case of SOLUSAR the efficiency of holographic diffusers with
diffusion angles between 0.5° and 10° has been tested in various arrangements.

An introduction in the halogen ray path in the telescope to reduce the imposed structure of
the lamp coil remained unsuccessful, as it does not solve the problem of the smaller halogen
bundle width.

A more elaborated approach has been tested using the same space as the homogenizing fibre
in front of the slit, by introducing an intermediate imaging set-up, as depicted in Fig. 4.27(a).
The beam coming from the telescope is collimated, constricted by a round diaphragm (aperture
diameter 3mm) before being redistributed by a holographic diffuser. The diffused light is
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(a) Intermediate imaging setup in front of the entrance slit
using a holographic diffuser in a collimated beam.

(b) Effect of a holographic diffuser
with diffusion angle of 0.5°

Figure 4.27: Homogenization by means of beam-smoothing holographic diffusers

subsequently imaged by a second lens onto the entrance slit. Both lenses are positioned with
translating optics mounts allowing a precise adjustment of the ray path. Surprisingly, these
measures did not have a significant effect in terms of baseline smoothing, even when applying
a coarse-grained diffuser.

4.9.3 Homogenization quality

The assessment of the homogenization quality of the different approaches described above is
carried out phenomenologically by analysing the structure of flat-field spectra quotients. In
case of DOAS possible sustaining broad-band intensity structures are not that problematic,
but short scale distortions have to be omitted to allow a proper deduction of the concentration
of a specific absorbing species. In order to test the effect of the different solutions, the sun
illumination has been emulated using a simple optical set-up in the laboratory with a halogen
lamp illuminating a circular diaphragm which together with a suitable collimation lens pro-
duces a disk image of the correct size in the focal plane of the telescope. To fathom the effect
of different illumination situations, various spectra quotients are computed: E.g. quotients of
two spectra produced by the “artificial sun” described above, one with the right-hand side of
the diaphragm covered, the second with the left-hand side obscured, or – in an experiment
resembling more closely the reality – quotients from the internal halogen lamp and the external
lamp set-up.

To further confirm the findings above, comparisons of the intensity variation over the diffraction
order height are revealing as well. Figs. 4.28(a) and 4.28(b) show as examples the vertical
profiles of the diffraction order in the spectra of the internal and external flat-field lamp, in the
original set-up and when using a polymer fibre with a diameter of 1000 µm as homogenizer.
With the latter solution the strongly differing intensity distribution in the optical field can be
unified.

Tab. 4.2 shows results produced by spectra quotients when dividing spectra with the dia-
phragm partly covered on one or the other side. The used homogenization method, the dia-
phragm coverage, standard deviation of the normalized intensity quotient on the CCD and
further remarks on the remaining structures in the computed baseline are listed. The best res-
ults regarding homogenization are reached using the 2m polymer fibre (compare Fig. 4.28(c)).
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# Method Illumination σNIQ Comment

1 HEX # / # 1.1 ‰ only regular noise

2 HEX # / # (different dark image) 1.7 ‰ slight non-noise structures visible

3 HEX G# / G# 1.8 ‰ to 2.5 ‰ overall trend: max. intensity dif-
ference: 8 ‰

4 HEX G# / # 3.8 ‰ to 5.9 ‰ similar to # 3

5 HEX G# / H# 10.1 ‰ overall trend: max. intensity dif-
ference: 20 ‰

6 HEX # / # (intensity loss: 70%) 1.5 ‰ similar to # 2

7 POF # / # 0.9 ‰ slightly more rippled than # 1

8 POF G# / # 3.8 ‰ seems slightly smoother than # 4

9 POF G# / H# 5.3 ‰ seems slightly smoother than # 5

Table 4.2: Effect of two optical fibres in various illumination situations on the quality of
SOLUSAR spectra. σNIQ is the standard deviation of normalized intensity quotients
of a vertically binned spectrum in a detector window width of 100px. In case of the
hexagonal fibre (HEX) with a 400 µm core, a cable length of 400mm was taken. The
exposure time was set to 2 s. For the polymer fibre (POF), a length of 2000mm (1000 µm
core diameter) has been chosen. The exposure time was set to 12 s to reach similar pixel
intensity levels as with the hexagonal fibre. The symbols describing the illumination
have the following meaning: #: diaphragm fully open; G#: left side of the diaphragm
covered; H#: right side of the diaphragm covered; #: diaphragm covered with partly light
permeable mesh.

The hexagonal fibre produces nearly as good results but with a far lower intensity diminution.
Therefore it is opted for the latter solution.

To further confirm the findings above, comparisons of the intensity variation over the diffraction
order height are insightful as well. Figs. 4.28(a) and 4.28(b) show vertical profiles of the
diffraction order in spectra of the internal and external flat-field lamp, for both, in the original
set-up and when using a polymer fibre with diameter of 1000 µm as homogenizer. With the
latter solution the strongly differing intensity distribution in the optical field can obviously be
unified considerably.

4.10 Electronics

In order to build a compact measurement system and to ensure ease of transportation, electric
and electronic parts, necessary for powering and control of the included sensors and actuators,
are mostly directly attached to the instrument’s internal mechanical structure (see Fig. 4.1).
Even though a most integrated approach was strived for, certain elements are left out of
the instrument: First and foremost the idea to include the central computing unit has been
abandoned due to weight and heat dissipation reasons.

Fig. 4.29 shows a schematic depiction of the electronic concept, whereas in Fig. 4.30 the actual
physical arrangement of the electronics within the instrument is illustrated. The concept
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(a) Without homogenization (b) With homogenization using a 2m polymer
fibre (diameter 1000 µm)

(c) Effect of homogenization with a 2m polymer fibre. The absence of short-scale changes in the baseline
apart from noise can clearly be observed in the quotients computed from the spectra of the two lamps.
Broad-band trends are remaining, which mainly occur due to different light source temperatures and
spectrometer characteristics.

Figure 4.28: Effect of proper beam homogenization on the vertical intensity distribution over
the entrance slit height.

sketch shows the latest implementation including some deviations to the initial concept which
had to be applied to handle occurring electromagnetic interferences (see Section 4.10.6) and
changes related to the use of the homogenizing fibre. These deviations are adding some further
complexity, but do not signify a total concept overhaul.

The entire measurement system (instrument plus external components) is powered with 12V
in order to make measurements possible at remote sites using car batteries. The whole meas-
urement system has a total power consumption of 70W to 80W. A potential autarchic meas-
urement set-up could, with the help of electric buffers, be supplied by solar panels with around
2m2 surface assuming set-up in a sunny region. Many instrumental components are in need
of different DC voltages, which are provided through DC/DC-converters inside the instrument
(5V, ± 15V). The power supply for the spectral lamp which requires higher voltage (espe-
cially for lamp ignition) is placed externally to prevent disturbance spreading caused by the
voltage step-up. For the power supply of the CCD camera a separate car battery is used (see
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4.10.6).

The chosen approach also shows certain disadvantages: The compactness of the instrument
leaves only sparse place for the electronic parts. As components and wires cover almost
the whole internal mechanical spectrometer structure from the bottom up to the telescope,
maintenance and repairing works can be difficult and time-costly, especially during the period
of instrument development. Furthermore, a considerable amount of heat dissipation from
several components (i.e. camera controller, DC/DC-converter, servo drives) sealed inside the
instrument can locally lead to temperatures up to 60 ◦C in summertime. The vertical structure
allows strong temperature gradients (up to 20 ◦C between camera and spectrometer) adding
further to the strain on the opto-mechanical system. This makes frequent recalibration of the
system mandatory during the beginning of the measurement process until a certain thermal
equilibrium has been reached.

Generally it was tried to separate digital and analogue electronic parts to the greatest extent
possible to avoid ground loops. The wiring of the supply lines is designed to cope with higher
currents caused by the low supply voltage. Issues of electric security including protective
earthing have been thoroughly considered.

4.10.1 Computer Unit

As central computing unit each measurement system uses an industrial computer of the type
Aaeon AEC-9260 (Fig: 4.31(b)). Similar computer systems have been successfully applied in
several projects at GGL (e.g. [Somieski, 2008]). In order not to introduce another heat source,
the plan to place the main CPU inside the instrument as well has been discarded. The used
processor (Intel Core 2 Duo running at 1GHz) has to be powerful enough to handle numerous
(partially time-critical) parallel tasks during the measurement process (see 5.5). Round-the-
clock system operation is ensured by a so-called automotive hard-drive, which disposes of an
enlarged temperature range and a rugged shock and vibration resistance (Seagate EE25.1
Series, [Seagate, 2007]). The motion control card (see 4.10.2) uses a PCI-slot, several USB
and serial ports are necessary for the operation of various sensors and devices (Camera, GPS-
module, meteorological sensor and I/O-module). The computer is cooled over a heat-sink
connected to the corrugated computer aluminium encasement. For further specifications of
the computer unit see Tab. 4.3.

Parameter Value

Name Aaeon AEC-9260
Type Fanless Embedded Control PC
Processor Intel Core 2 Duo 1GHz
Memory 1 GB RAM
Hard Disk Storage 40 GB, 2.5 ” Automotive-HD
Expansion Slot 1 x PCI / PCI-E
Ports 4x USB 2.0 / 3 x RS232
Power Supply 9VDC to 30VDC
Size 214mm x 95mm x 238mm
Operating System Windows XP

Table 4.3: Control Computer Specifications
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Figure 4.29: Schematic overview of the electric and electronic components belonging to the
SOLUSAR measurement system: All components are directly or indirectly supplied by
car batteries. Externally located are the central computing unit and the meteorological
and GPS sensor. Many components inside the instrument (e.g. CCD camera, I/O-
module) are controlled via USB, whereas all components associated with motor control
are operated via the motion control PCI-card stored in the industrial computer (left side,
red lines).
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Figure 4.30: Internal arrangement of certain electronic components.
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(a) Measurement Systems SOLUSAR I and
SOLUSAR II set up at ISAS, Berlin with asso-
ciated external components, such as computers
and power supplies (underneath the table)

(b) Industrial computer Aaeon AEC-
9260

Figure 4.31: SOLUSAR Measurement set-up

4.10.2 General Aspects of SOLUSAR Motion Control

The SOLUSAR measurement system disposes of totally four motor axes: Two DC motors in
the telescope and two stepper motors to tilt the spectrometer’s deflection mirror with high-
precision. During the sun tracking procedure the telescope motors have to run simultaneously
and the mirror system alignment is updated with high frequency. In order to enable spectrum
stabilization via Fraunhofer lines (see Section 5.3) the possibility to concurrently move the
folding mirror actuators is desirable. The motion control card National Instruments NI PCI-
7344 stored in the industrial computer allows control of up to four axes, each configurable
either as DC motor or stepper motor axis. The axes can either be controlled independently, or
simultaneously in coordination or even mapped together following trajectories in an artificial
coordinate space [National Instruments, 2003]. Servo axes can be controlled in closed loop
procedures using feedback of quadrature encoders (or analogue feedback). Stepper axes can
be operated in open and closed loop mode.

The motion control card uses a double core architecture with a 32-bit CPU and a digital signal
processor (DSP). Inter alia the CPU tasks include communication handling with the host
computer, on-board program execution and multi-axis interpolation [National Instruments,
2003]. The DSP conducts the closed-loop motion control (PID control) and generates the
motion trajectories. It is supported by a FPGA-chip which, among other things, acquires
feedback signals from encoders and conducts the motion interfacing (driver control).

Axis movements can either be initiated by host computer programs using the sophisticated NI-
Motion Application Programming Interface (API), whose functions are available for high-level
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languages (e.g. C, C++). Also for LabVIEW a full function set exists. Or motion control is
conducted through the above mentioned on-board programs which can be stored on the cards
ROM (read-only memory, 128 kB) or RAM (random access memory, 64 kB). Up to 10 on-board
programs can be executed in parallel. The command set, compared to the NI-Motion library,
is greatly reduced but allows the composition of simple motion control algorithms including
basic integer arithmetic. Test implementation of the telescope control cycle with on-board
programs have proven though to be considerably slower for the task at hand and more tedious
in maintenance than conventional host program execution.

Every axis disposes of input channels for home position (used for the telescope azimuth axis as
an approximate null position implemented by means of a capacitive position sensor), reverse
and forward limits which can be connected to limit switches (both used for the two stepper
axes to define the limit positions using mechanical micro switches).

The card disposes of an 8-channel multiplexed 12-bit A/D-Converter, of which four can be
used as analogue feedback channels. The voltage range lies between −10V and 10V, and is
programmable within the given boundaries. The multiplexer scan rate is 25 µs per enabled
channel. In our case they are used for the quasi-simultaneous acquisition of the signals from
the four quadrant diode channels.

The D/A-converters for the control of the DC-motors can drive between −10V and 10V with
a 16 bit resolution. Stepper axes can either operated in step/direction or CW/CCW input
mode. The update period for both axis configurations is 62 µs. Generally digital and analogue
signals are separated (with a respective ground channel) to prevent noise carry-over. The
NI-7344 must be supported by driver units to power the actuators.

Folding Mirror Motorization

To tilt the folding mirror in the spectrometer, motorized micrometre screws are used, as visible
in Fig. 4.14. The screws are driven by stepper motors Faulhaber PRECIstep AM1020A-025.
Combined with gear and screw, a maximum lift of about 8mm can be achieved with 105 steps.
Given the base lengths of 122mm (dispersion) and 75mm (cross-dispersion), this results in
theoretical angular resolution of 0.14 ′′/step and 0.22 ′′/step, respectively. This provides a
position accuracy on the CCD detector, at the given spectrometer focal length, well under the
required 0.1 px in dispersion direction; in cross-dispersion direction it is slightly above.

The operation of the precision screws driven by stepper-motors, is far less delicate than the
telescope control, because the precise positioning is not time-critical (compare Section 5.1). As
driver the standard combination of the stepper motor controller L297 and the dual full bridge
driver L298 (both STMicroelectronics) is used. The wiring (in connection with NI-7344) is
shown in Section A.2.

4.10.3 Telescope Control Hardware

The telescope’s task is to uninterruptedly feed the spectrometer with radiation of constant
radiation distribution. In the original set-up this is achieved by imaging the light source onto
the entrance slit which ought to stay fully illuminated during the whole measurement cycle.
With the sun disk’s image only slightly greater than the height of the entrance slit (1mm)
already small image displacements result in an incomplete slit illumination. In the worst case
telescope misalignments of just below 3′ already lead to signal reductions.

96



4.10 Electronics

With the introduction of a homogenizing optical fibre (see Section 4.9) the performance re-
quirements of the telescope cycle are considerably lowered. The entrance slit is illuminated
by the directly attached optical fibre whose exit surface plane should by conception provide
uniformly distributed intensity independent of the illumination situation on the fibre entrance
plane. Slightly eccentric spot positions result only in a general attenuation of intensity assum-
ing perfect homogenization quality. Applying a 400 µm core hexagonal fibre, no attenuation
occurs for displacements not exceeding 5.5′.

The mechanic and electronic hardware components involved and their interplay is depicted in
Fig. 4.32.
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Figure 4.32: Scheme of the active telescope control cycle: The intensities on the quadrant
diode are sensed by the motion control card’s A/D converters. The registered values are
transposed into information on the displacement of the spot from the quadrant diode
center and hence from the optical axis. The displacement is then eliminated by adjusting
the telescope motor positions.

Quadrant Diode

The sensor implemented to determine the misalignment of the telescope, thus serving as the
main feedback sensor in the control cycle, is a circular quadrant diode JQ 50P by Electro
Optical Components (EOC). The total diameter of the photosensitive area amounts to 7.89mm
and the active area is 12.5mm2. The non-photosensitive gap between the quadrants is 50 µm
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wide. The spectral range lies between 400nm and 1100nm. The portion of the light branched
off by the beam-splitting quartz plane plate is not yet spectrally restricted.

The quadrant diode is mounted on a holder, allowing precise three-dimensional adjustment
of its location. The position of the diode perpendicularly to the beam has to be adjusted to
ensure that a placement of the sun image at the center of the homogenizing fibre entrance
corresponds exactly to a central position on the quadrant diode. The adjustment in the third
dimension affects the imaging of the light beam and thus the responsiveness of the telescope
control cycle. If the spot becomes too small and rarely illuminates all quadrants at a time, the
position determination of the intensity center of gravity is rendered almost impossible (see Eq.
5.17) which can lead to unwanted overshooting of the motor system when trying to adjust the
telescope alignment. A reasonable spot size has been found at about 20% to 30% of the total
diameter. The exact procedure to deduce the spot position on the detector from the measured
intensities is described in Section 5.1.2.

As for the recording of the actual spectra, the telescope alignment procedure has likewise to
deal with a dynamic range of signals reaching up to six orders of magnitude: Contributions to
handle said dynamic range come from the A/D-channels of the motion control card acquiring
the signals with a 12-bit resolution, from the optical filter regime described in Section 4.7.1 and
most importantly from the signal amplifier module developed at ISAS Berlin, whose schematic
circuit diagram is depicted in Fig. 4.33.

For each channel the photo current generated by the diode is converted into voltage with an
impedance converter based on the operational amplifier (OpAmp) AD549 by Analog Devices,
which is suited for applications which provide very low signal current [Analog Devices, 2008].
The voltage is then further amplified, whereby the signal amplification can be raised by an-
other factor of 1000 for lunar measurements. Thermal noise (Johnson-Nyquist noise) can be
accounted for being the main disturbance source. The noise voltage UJN after the impedance
conversion can be calculated by:

UJN = 2 ·
√
kB · T ·∆f ·R (4.10)

with kB the Boltzmann constant, T the absolute temperature, R the resistance (1MW) and
∆f the bandwidth (determined by the time constant τ of the RC circuit: ∆f = 1

2πτ = 1
2πRC ).

In our case this results in a noise voltage of slightly above 10 µV, which is supported by experi-
mental evidence. With an amplification by a factor of 1000 and an AD-converter measurement
range of 0V to 10V this helps to cover up three orders of magnitude of the whole dynamic
range between solar and lunar measurements.

The 1MW resistors used in the circuit (Vishay CNS 020, [Vishay, 2012]) have very small
temperature coefficients of ± 10 ppm/◦C (at 70 ◦C). To minimize the integral drift of every
amplifier channel, the different electronic components (especially resistors) have been tested
regarding their temperature behaviours and a suitable combination has been selected. When
measuring in high-amplification mode the remaining offsets and their drifts are monitored and
computationally eliminated.

To prevent the occurrence of parasitic currents which could easily exceed the specified bias
current of the OpAmp (10 fA) various measures are adopted: The electronic components
are mounted highly isolated onto the circuit board using underlying Teflon sockets with the
OpAmp connectors not soldered onto the board. The circuit surface is particularly purged
and enclosed in a hermetically sealed aluminium casing which itself is insulated from the
instrument’s mechanical structure with a plastic foil.
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Figure 4.33: Single channel of the amplifying electronics used to register the signals of the
quadrant diode. The current produced by the photodiode is converted into voltage with
an impedance converter and further amplified. The amplification grade can be increased
by a factor 1000 in case of lunar measurements.

With the set-up described above, telescope tracking of the lunar disk has been successfully
carried out, even for very low lunar phase angles. Fig. 4.34 shows the integral quadrant diode
intensity when scanning the lunar disk with the telescope using a rectangular grid pattern.
Under clear sky conditions with the elevation angle at 41° and the lunar phase angle at 102°
the S/N ratio ( AσA , with A the signal amplitude) for a single channel was at about 7 to 8.

Figure 4.34: Registered integral quadrant diode intensities when scanning the lunar disk
with the telescope following a rectangular grid pattern. The maximum signal amplitude
reaches up to 600 counts for all channels combined (above the offset socket of approx-
imately 200 counts). The mean standard deviation of intensity for a single telescope
position reaches up to 20 counts per channel. The scan was conducted at a moon phase
of 102° and an elevation angle of around 41° under clear sky conditions.

DC Motor Drives

In absence of motion control card on-board drivers, the telescope’s DC-motors are powered by
servo-amplifiers Maxon ADS 50/5 [Maxon Motor, 2009].
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For operation with high efficiency the analogue DC-voltages generated by the motion control
card are transformed into pulse width modulation signals (PWM) by this high-performance
amplifier which is supplied with 12VDC to 50VDC. To ensure quick acceleration and decel-
eration for both motion directions a 4-quadrant servo amplifier is used. As depicted in Fig.
4.35(a), such an amplifier consists of an H-bridge with two times two transistors in a row, each
with a fly-back diode in back-direction. By switching one channel permanently and applying a
PWM signal to a second, as shown in Fig. 4.35(b), acceleration and braking in clockwise and
counter-clockwise movements can be initiated. The motor speed is determined by the ratio of
the pulse-length between upper and lower state.

(a) Electronic scheme: H-bridge around DC-motor
(with equivalent circuit diagram). 4 channels (A-
D) where each disposes of a transistor (T1-T4)
and a fly-back diode (D1-D4); (from [Wikipedia,
2013])
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Figure 4.35: Principle of a 4-quadrant servo drive.

The PWM frequency is 50 kHz. The unit gives access to several parameters through poten-
tiometers, such as gain, current limit or speed limit. It can be operated in various modes:
i.e. current control mode or encoder mode. The electronic connection with the motion control
card is depicted in Appendix A.1.

4.10.4 USB I/O-Module

For device control and data acquisition a data interface module Meilhaus Redlab 1408FS is
installed. This compact device (83 × 80 × 26mm) is powered and controlled via USB 2.0.
It disposes of analogue input channels (8 single-ended or 4 in differential mode) acquiring
data with a 14-bit resolution within a configurable measurement range (max. ± 20V). Three
channels are used for continuous monitoring of the temperature inside the measurement in-
strument. Temperature sensors Innovative Sensor Technology TSic 303 are located in the
telescope, next to the CCD detector head and in the vicinity of the spectrometer compon-
ents (see also Fig. 4.29). The solid-state sensor has an accuracy of ± 0.3K and provides an
analogue signal proportional to the temperature [Innovate Sensor Technology IST, 2012]. If
considerable temperature changes occur during the measurement process the control software
can initiate the start of various calibration routines (i.e. dark image acquisition, wavelength
stabilization, apparatus function determination). The temperature sensor circuit board is
depicted in Appendix A.4.
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Figure 4.36: USB I/O module Meilhaus Redlab 1408FS used for digital control of various
hardware devices and analogue data acquisition.

Beside two analogue output channels the devices disposes of 16 TTL/CMOS digital channels,
programmable as inputs or outputs. They are used to control the binary states of following
devices, by addressing either mechanical TTL-relays or MOSFET-switches:

• halogen lamp [on/off]

• argon lamp [on/off]

• quadrant diode amplifier [high/low]

• shutter [active/inactive]

• optical filter [in/out]

4.10.5 External Sensors

To guarantee ease of transport and reduction of cabling, only two sensors belonging to the
measurement system remain outside the instrument (see Fig. 4.29). The meteorological sensor
is installed slightly apart from the instrument to obtain trustworthy ambient meteorological
data. Though in principle possible, it was desisted from placing the GPS sensor inside the
instrument, not to further complicate the mechanical and electronic design of the telescope.

Time Referencing and Positioning

For the computation of the sun and moon ephemeris, the geographical latitude Φ and longitude
Λ of the observation site and the time UTC (Universal Time Coordinated) have to be known.
For measurements aboard a moving platform with changing coordinates, the data have to be
frequently updated. The applied sensor is an ANTARIS 4 SuperSense EvaluationKit AEK-4H
manufactured by u-blox, a 16-channel single frequency receiver (L1 frequency, C/A-Code).
The accuracy for positioning is about 2.5m (Circular Error Probable) [u-blox, 2007]. Tim-
ing accuracy is 50 ns. Radio signal acquisition is carried out using a standard active GPS
patch antenna. A USB interface ensures both, powering of the device and data connection.
The device provides information via UBX or NMEA protocol on position, time and satellite
constellation (DOP values) with an update rate of 4Hz.

Meteorological Sensor

As described in Chapter 3 to conduct a fairly precise computation of the ray path for calcu-
lation of the radiative transfer an atmospheric model is used which for the lowest layer takes
into account the meteorological conditions at the measurement site. For highly precise de-
termination of local temperature, air pressure, and relative humidity the widely used Vaisala
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(a) GPS-Sensor u-blox Antaris 4 (b) Meteorological
Sensor Vaisala
PTU300

Figure 4.37: External sensors belonging to SOLUSAR measurement system.

PTU303 device is applied (see 4.37(b)). The key specification of this sensor is given is Tab.
4.4.

4.10.6 Electric Disturbance Suppression

When acquiring fullframe CCD images persistently overlaying stripe patterns can be observed
(compare Fig. 4.38(a)). The pattern intensity and characteristics is found to be totally
independent from the actual signal that is recorded by the sensor or from the CCD exposure
time. It was assumed that the disturbances are electrically impressed onto the signal ahead of
the CCD’s A/D conversion. Due to the intensity invariance of the interferences, they become
increasingly disturbing at low signal intensities.

The aforementioned disturbance pattern can be eliminated entirely by disabling the telescope
actuation system. It was strongly indicated that the disturbances arise from an interference
of the CCD sensor readout clocked at 50 kHz and the DC motor drivers operating with a
pulse-width modulation frequency exactly five times greater (250 kHz). This assumption was
supported by a Fourier analysis of single CCD line signals which show a predominant occur-
rence of signals with repetition lengths of around 2.5 and 5 pixels, respectively, as shown in
Fig. 4.38(b).

In order to suppress or at least attenuate the disturbance’s influence different measures have
been taken, most notably the decoupling of the telescope motor/driver system from the instru-
ment chassis. Therefore the azimuth motor is attached using non-conducting plastic screws
with a plastic foil between motor and chassis. Both servo amplifiers are likewise electrically
detached from the mechanical structure. Said measures reduce the amplitude of the occurring
disturbances by roughly a factor 2.

Furthermore a full galvanic insulation of the CCD camera from the measurement system has
been carried out to prevent the spread of disturbances via signal, power or ground conductors.
This includes different actions (see also Fig. 4.39):
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Parameter Value

Pressure Sensor Vaisala BAROCAP (Class A)
Measurement range 500 hPa to 1100 hPa
Accuracy at 20 ◦C ±0.1 hPa
Total accuracy (−40 ◦C to 60 ◦C) ±0.15 hPa
Long-term stability ±0.1 hPa/yr

Temperature Sensor Pt100 RTD 1/3 Class B IEC 751
Measurement range −40 ◦C to 60 ◦C
Accuracy (at 20 ◦C) ±0.2 ◦C

Humidity Sensor Vaisala HUMICAP 180
Measurement range 0% to 100% RH

Accuracy (at 15 ◦C to 25 ◦C) ±1% RH (0% to 90% RH)
±1.7% RH (90% to 100% RH)

Various Specs Communication Interface RS232C
Operating Voltage 10VDC to 35VDC (24VAC)
Ambient operating temperature −20 ◦C to 60 ◦C
Ambient operating humidity non condensing

Data Logger Module 10 s logging period
13.7 million logged points

Table 4.4: Specifications of the meteorological sensor Vaisala PTU303

• The CCD camera is henceforth powered by a separate car battery and thus fully de-
coupled from the power supply of the measurement instrument and from any influence
of the power grid.

• The digital signal line transmitting the camera-driven status signal of the shutter system
is galvanically isolated by means of an optical coupler.

• USB 2.0 signals for host communication and data transmission are converted to an optical
signal and transferred via an optical fibre.

The USB signal transducer is an Icron USB Ranger 2224 shown in Fig. 4.40. It allows the
non-electronic transmittance of USB 1.1 or USB 2.0 signals over distances up to 500m with
data rates up to 480Mbps. The system consists of a local unit connected to the host computer
and a remote unit communicating with the USB devices through an integrated 4-channel USB-
hub. In the local and remote unit the signals are converted from USB to optical signals and
vice versa. The optical signal is transmitted via a multimode optical fibre [Icron, 2010a,b].

4.11 Instrument Mechanical Structure, Enclosure and
Mounting

Most parts of the instrument’s mechanical structure are made of aluminium which guarantees
sufficient mechanical stability, good machinability while keeping the weight and costs relatively
low. However, the internal vertical main carrier structure of the spectrometer attached to the
telescope’s encasement is made from invar (alloy of 64% Fe, 36% Ni, thermal expansion coef-
ficient: 1.2 ppm/◦C) to minimize thermal expansion along the optical axis of the spectrometer
which could impair spectra image quality due to defocussing.

The enclosure of the instrument is of great importance, as in the case of SOLUSAR the whole
instrument is located outside without shelter and hence can be exposed to all weather con-
ditions including precipitation and markedly changing temperatures. Secure preservation of
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(a) Typical stripe pattern on fullframe CCD image with amplitudes reaching
up to 500 counts (maximum count number 65536)

(b) Fourier analysis of a single CCD signal line. The occurring pixel frequencies hint at
interference between the 50 kHz CCD pixel clock and the 250 kHz PWM frequency of
the DC motor drivers

Figure 4.38: Electronic disturbances overlaying the spectral information on the CCD

the measurement capability has to be safeguarded under these conditions while still allowing
relatively easy access to the different internal parts of the instrument, either optical or elec-
tronic. Additionally, a steady powering and data connection to the external control unit must
be secured in every case of application.

The spectrometer is enclosed in a cylindrical aluminium tubing which is attached to the en-
casement of the telescope. The hull has a maximum diameter of nearly 25 cm and a thickness
of 5.5mm which provides the ruggedness in case of instrument transport. For maintainability
reasons and to facilitate the closing/opening procedures the hull is sectioned into vertical parts,
as shown in Fig. 4.41(b). The final version of the hull containing the stretched instrument
consists of totally five sections: A top interface part enabling the connection to the telescope,
the two main parts covering the spectrometer, a small additional part to compensate the addi-
tional instrument length due to the introduction of the homogenizing fibre and and the bottom
part with the terminating baseplate.
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Figure 4.39: To prevent the spreading of electromagnetic disturbances by wire, the camera
system is galvanically isolated using a separate power supply and optical decoupling of
signal lines.

Figure 4.40: Icron USB-Ranger 2224. Data transfer between the various devices on the
instrument side and the host computer is accomplished through conversion to optical
signals and transmission via optical fibre. USB lines on the instrument side are bundled
in a 4-channel USB-Hub (right device, powered by the car battery supplying the camera)
and data conveyed via multi-mode fibre to the host-side device.

To avoid the ingress of water the joints of the different enclosure parts are all sealed with O-
rings. In the bottom part a total of three waterproof cable passages are included for the lead-
through of power cables, motor steering cable and USB lines. To prevent water condensation
inside the instrument desiccant bags are inlaid.

For short-time instrument deployments the system can stand stable on the enclosure’s base
plate. For fixed installation or the application on a moving platform the instrument is con-
structed to be mountable on a tripod. The instrument is held by an outlet of the telescope
encasement in the mounting opening of the tripod (see Fig. 4.41(b)). For stationary applica-
tion the instrument is mounted in a four-legged stand which can be bolted to a ground plate
(Fig. 4.42(a)). In case of a deployment on a vessel the instrument is held in a gimbal mounting
(Fig.4.42(b)) which should reduce the largest amplitudes of the instrument’s vertical tumbling.
The gimbal joint is borne by a tripod. To limit the influence of sudden occurring up-lifts each
leg is mounted on a shock-absorbing damping element.
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4 SOLUSAR - System Design

(a) Vertical main carrier structure made from invar
(purple colour) attached to the telescope encasement.
Copper coloured are the aluminium base-plates car-
rying the various optical components.

(b) Instrument hull: For maintenance purposes
the aluminium hull is sectioned in several
parts. The joints are sealed with O-rings to
avoid the ingress of water.

Figure 4.41: CAD display of the SOLUSAR instrument mechanics.
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4.11 Instrument Mechanical Structure, Enclosure and Mounting

(a) Instrument stand for static
measurements

(b) Tripod with gimbal suspension for vertical stabilization of the
instrument during deployment on moving platforms. In this
picture the instrument is simulated by means of a vertical tube

Figure 4.42: SOLUSAR instrument stands.
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5
Measurement Process

This chapter describes the algorithms contained in the software which has been developed
for the automatic control of SOLUSAR’s measurement process. For the sake of readability
the chapter is roughly divided into issues belonging to telescope control, camera control and
spectrometer control. In the software itself these aspects are not as clearly separated as the
different tasks are deeply entwined and run in parallel.

Furthermore some developed algorithms that are not used in the final control software version
are described and discussed. Additionally possible future algorithms are outlined which could
be beneficiary and helping to streamline the whole measurement process.

5.1 Telescope Control

As described in Section 4.3, the fundamental task of the telescope unit is the collection of as
much light as possible from the radiation sources sun and moon and to guide it precisely onto
the entrance slit thus feeding the spectrometer unit. For the predecessor measurement set-ups
GEMOSS and SAMOS an astronomical telescope was modified for the specific purpose. As
these instruments were designed solely for static application on ground-based measurement
sites, tracking of the slowly moving target was accomplished only through pursuit of the
computable sun trajectory. This procedure will be called ephemeris tracking henceforward .

In order to enable instrument operation on tilting platforms such as vessels, it is mandatory to
dispose of a telescope unit which fulfils its primary task even if the instrument’s vertical axis
is undulating with respect to the gravity vector so that the computed azimuth and elevation
angles of the targeted celestial body can only be used as a first approximation of the target
direction. The algorithms performed to track the light source – also under unclear alignment
of the instrument – and the preliminary procedures for the telescope orientation are outlined
in this section.

5.1.1 Telescope Orientation

Before the actual tracking process can be initiated various referencing processes have to be
carried out in order to determine conversion parameters between the different coordinate sys-
tems:

• Internal Orientation: Referencing of the manoeuvrable telescope mirror system with
respect to the entire measurement system.
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• External Orientation: Determination of the instruments orientation in a horizontal to-
pocentric coordinate system, the system in which the celestial body’s coordinates are
computed.

Figure 5.1: Relation between the horizontal topocentric coordinate system in which the
celestial body ephemerides (azimuth and elevation) are expressed and the telescope motor
coordinate system, when the measurement system is perfectly vertically aligned. The
determination of the transformation parameters between the two coordinate systems is
described in Section 5.1.1.

The internal orientation of the instrument is conducted only once after the initialization of the
instrument. The external orientation however has to be carried out repeatedly when measuring
in a dynamic mode (on a moving platform). The instrument orientation steadily changes and
has to be redetermined after interruption of the measurement cycle, either due to various
calibration tasks which are slotted in, or due to bad weather conditions. When measuring in
static measuring mode the external orientation procedure is also carried out only once.

Internal Orientation

The internal orientation process is conducted to determine the alignment of the mirror system
in reference to the whole spectrometer instrument. The position encoders of the telescope mo-
tors do not dispose of index channels which could serve as position reference points. Therefore
the collimated beam of the halogen lamp (stationary mounted in the telescope encasement
underneath the revolving platform) directed onto the telescope’s primary mirror, serves as
internal aiming reference: The orientation process consists of a search algorithm to find the
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mirror system alignment where the halogen light spot (center of gravity of its intensity distri-
bution) is precisely imaged onto the quadrant diode center and thus perfectly illuminates the
entrance slit.

Figure 5.2: Depiction of the internal telescope orientation algorithm: In an approximate
azimuth plane the direction of the collimated halogen beam is searched by analysing
the quadrant intensity differences during two elevation mirror revolutions, with the bulb
switched on and off, respectively. Thus the influence of external light, as from the sun,
on the search procedure can be limited.

An approximate vertical plane containing the beam of the halogen bulb and the vertical tele-
scope axis is found with the help of an inductive position sensor (mounted underneath the
revolving platform) serving as an initial azimuth reference. The approximate elevation of the
halogen bulb beam direction is searched in said plane by analysing the integral brightness
recorded on-the-fly by the quadrant detector during a whole revolution of the elevation mirror
(mirror 1) conducted with relatively slow velocity. In order to suppress the possible influence
of the far brighter sunlight and its reflections within the telescope, the brightness differences
during two revolutions - with the halogen lamp switched on and switched off respectively -
is used as shown in Fig. 5.2. The brightnesses are recorded together with the corresponding
motor positions in each of the two revolutions. For the sake of a rapid process sample points
are acquired as fast as the electronic set-up allows as the mirror moves and not at specified
way-point halts. To subsequently harmonize both scan samples location-wise, the intensity
for specific positions is interpolated using a piecewise cubic hermite interpolation (PCHIP) al-
gorithm. This algorithm links subsequently measured supporting points [eli, Ii] and [eli+1, Ii+1]
(el being the elevation angle and I the integral quadrant intensity) with a cubic polynomial
sI(el) for el between eli and eli+1 of the form:

sI(el) = ai(el − eli)2(el − eli+1) + bi(el − eli)2 + ci(el − eli) + di (5.1)

The polynomial coefficients are chosen in a way to ensure continuous first derivatives si’ at the
supporting points. PCHIP in contrast to the widely used cubic spline interpolation does not
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provide as smooth results since the second derivatives do not have to be continuous. It however
copes better with noisy data and allows faster computing. For a more detailed description of
the algorithm and how the coefficients are determined, see Boor [2001].

The sample period of the set of raw data points [eli, Ii] is about 500 elevation motor steps,
which corresponds to an elevation angle resolution of roughly 1°. As the integral intensity
of the whole quadrant diode is continuously registered, every sample point covers up to ±
300 steps, if the telescope is azimuthally well aligned. Thus no run-through of bright spots
should go unnoticed. The interpolation sample period is 200 steps. After the interpolation
of both samples intensity differences for each interpolated motor position can be computed.
Typically this exhibits one area where greater brightness differences occur - the approximate
direction of the halogen light. But not uncommonly additional areas with considerable or even
stronger intensity differences can be observed, mostly caused by rapidly changing illumination
situations (cloudy weather) between the two mirror revolutions. To quickly identify the sought
position in the intensity difference sample, contiguous clusters of positions with brightnesses
exceeding a certain intensity threshold are identified. Consequently the telescope mirror is
made to aim at the brightest position found within the clusters and it is checked if a power
on/off of the halogen bulb results in a sufficient intensity lift on the quadrant diode. With this
procedure an approximate reference direction is reached and the automatic tracking algorithm
later described in Section 5.1.2 can be initiated to perfectly place the halogen light-spot image
on the quadrant diode center and thus find the final reference direction of the telescope motor
system. The described process normally lasts between 15 s and 30 s.

To limit the above described influence of incident sun light during the search procedure the
telescope is protected from radiation sources outside the current azimuth plane with a light-
weight aluminium cover as shown in Fig. 5.3.

Figure 5.3: Light-weight aluminium cover mounted on the revolving mirror system. It min-
imizes the occurrence of false light in the telescope while not compromising the speed of
azimuthal rotation.

External Orientation using the Sun

For the external orientation in static deployment of the instrument only the azimuthal align-
ment of the instrument has to be determined, if the instrument is properly vertically mounted.
For this purpose SOLUSAR makes use of the sun or moon ephemerides, which can be com-
puted given the time and coordinates of the measurement site. With the telescope directly
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aiming at the respective celestial body, the azimuthal offset oaz of the internal reference dir-
ection can be determined. The search is facilitated by the known elevation motor position
celev,cb[counts] at a given time t, which can be computed by:

celev,cb(t) = Selev
360 · 2 · elcb(Φ,Λ, t) + ∆celev (5.2)

with elcb being the apparent elevation of the celestial body at the position with geographical
latitude Φ and longitude Λ at the time t (UTC). Ephemerides are computed using the libnova
celestial mechanics library [libnova]. Selev denotes the motor steps per single revolution. Due
to the law of reflection a change of the aimed elevation angle requires only a mirror rotation
of half the size, which is considered in the equation by the factor 2. ∆celev is an instrumental
constant reflecting the fact that the reference position (halogen bulb) does not correspond to
an elevation angle of 0°.

Given the computed position of the elevation motor the telescope conducts a search move
for the sun or moon which consists of an upward spiral movement around the vertical axis
covering an elevation range of [elcb ± 1◦] with 0.5° between spiral cycles (approximately the
apparent diameter of sun and moon). During the movement the intensities on the quadrant
diode are again monitored in order to find the brightest spot along the trajectory. Analogue to
the internal orientation process, the found approximate direction to the celestial body is then
refined again using the quadrant tracking algorithm (Section 5.1.2). The azimuthal offset oaz
in degrees then is:

oaz = azcb(Φ,Λ, t)− caz,cb ·
360
Saz

(5.3)

with azcb the current azimuth of the sun at the given site, caz,cb the position of the azimuthal
motor when the telescope aims at the target and Saz the steps per revolution in azimuth
direction.

In order to be regarded as a valid offset value, the target tracking has to fulfil the demands of
the pointing check algorithm described in Section 5.1.3 for a time period of 10 s, thus indicating
sufficiently clear sky. Still in the case of hazy conditions orientation deviations of the offset
value of a few tenth of a degree can occur.

In the case of measurements in the dynamic mode on a moving platform the procedure de-
scribed above has certain flaws: There exists a substantial likelihood, that oscillation patterns
occur where the telescope aiming does never coincide with the direction of the sun while con-
ducting a vertical search spiral. An alternative search algorithm is proposed. The algorithm
has been implemented and experimentally tested, though not in a real measurement set-up on
a moving platform. In a first step, similarly to the described upward spiral, an elevation band
with a range [elcb ± δel] is scanned with δel being considerably larger compared to the static
mode, due to the virtually undulating horizon. As shown in Fig. 5.4 the elevation band in
this case is rapidly scanned sinus-wise to find an approximate azimuth of the brightest spot.
Either the entire band can be covered or the search can be abandoned as soon as the bright-
ness exceeds a certain intensity threshold. The threshold depends on the expected apparent
magnitude of the tracked celestial body referring to a given date and time.

From the brightest spot in the elevation band thus found, which serves as provisional aiming
at the celestial body, a refinement of the search can be initiated by conducting a spiral move
around the primary aiming, with the coordinates [caz,0, cel,0] expressed in the motor reference
system. The spiral has the form of an Archimedean spiral:
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Figure 5.4: Proposed algorithm for external instrument orientation when measuring on a
moving platform by means of a search procedure for the aiming at the targeted celestial
body. Initially an elevation band is scanned using a sinus-shaped movement pattern while
registering the intensities on the quadrant detector. The found approximate telescope
alignment is then refined by looking for the brightest spot while the telescope follows an
aiming trajectory of an Archimedean spiral.

caz(t) = caz,0 + a · φ(t) · cos(φ(t)) (5.4)
cel(t) = cel,0 + a · φ(t) · sin(φ(t)) (5.5)

with a the factor determining the spiral density and φ(t) the time-dependent angle.

For both, the Archimedean spiral move and elevation band search move, the so-called contour
mode of the motion control card is used. This mode allows the approach of various consequent
positions in a single move without halting at the specific positions, with both axis, azimuth and
elevation, being moved simultaneously in coordination. For the search spiral it is vital, that
the base point positions are computed in a way that the covered angular path per time remains
constant. If φ(t) would be increased linearly this would result in a gradually accelerating motor
movement. Thus brightness differences at the margin of the search area could vanish due to
the shorter residence time of the celestial body’s image on the brightness detector (quadrant
diode). The arc length b between two consequent points at φ1 and φ2 is computed so it equals
the distance between subsequent spiral arms:

b = a

2

[
φ
√

1 + φ2 + ln
(
φ+

√
1 + φ2

)]φ2

φ1

(5.6)

To find φ2, Eq. 5.6 has to be solved numerically.

External Orientation using an Electronic Compass

With the measurement system deployed on a vessel, the telescope occasionally has to again
find the correct aiming at the radiation source; either due to intermittent calibration tasks
or due to obstructed sight i.e. by clouds. To shorten the non-measurement periods, a fast
search algorithm is required, a wish not being entirely fulfilled by the above described scan
procedure which can last over 30 s. To speed up and facilitate the search process, a device
uninterruptedly providing the current bearing of the telescope would be helpful.
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One possibility is the installation of an electronic compass device measuring the components
of the local field strength of the earth’s magnetic field. From the field strengths (Mh

x , Mh
y )

measured by two orthogonally placed magnetometers the heading ΨM with respect to magnetic
north can be computed:

ΨM = tan−1
(
Mh
y

Mh
x

)
(5.7)

To derive the direction with respect to true geographical northNG from the computed magnetic
north NM , the local declination angle δ has to be considered, which depends on the observer’s
location (latitude Φ and longitude Λ and is changing over time t), either by use of a geomagnetic
declination chart or an IGRF (International Geomagnetic Reference Field) model [Kao et al.,
2006]:

NG = NM + δ(Φ,Λ, t) (5.8)

The integration of the declination is a major error source, as the local anomalies can deviate
from the model values up to several degrees [Kao et al., 2006].

With the compass mounted on a platform which pitches and rolls, reliable heading can be de-
termined by measuring the field strength in all three dimensions and by an additional determin-
ation of the pitch (Θ) and roll (Φ) angles. This allows the transformation of the 3-dimensional
field vector [M b

x,M
b
y ,M

b
z ] into a local level field vector [Mh

x ,M
h
y ]. For the description of the

different axes see Fig. 5.5.

[
Mh
x

Mh
y

]
=
[
cos Θ sin Φ sin Θ − cos Φ sin Θ

0 cos Φ sin Φ

]M b
x

M b
y

M b
z

 (5.9)

Figure 5.5: Heading determination using a three-axis magnetic compass (adapted from Kao
et al. [2006]).

The accuracy of an electronic compass can be compromised by a multitude of error sources,
ranging from errors of the magnetometer or of the inclination sensors over misalignment to hard
and soft iron field distortions [Mach, 2003]. Hard iron distortion is induced by the presence of
a magnetized object in constant distance to the sensor which imposes a permanent bias onto
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the magnetometer. The corresponding hard iron distortion correction EH of the heading ΨM

can be estimated using following function:

EH(ΨM ) = RH · sin(ΨM + εH) (5.10)

with ΨM the measured heading, RH the amplitude and εH the phase shift of the hard iron
influence, respectively. Further non-magnetized ferrous materials in the vicinity of the sensor
are magnetized by the earth’s magnetic field as a function of their alignment and consequently
distort the total magnetic flux density sensed by the magnetometers. This is the so-called soft
iron distortion influence on the heading ΨM that can be modelled using following approach:

ES(ΨM ) = RS · sin(2ΨM + εS) (5.11)

with RS , εS being amplitude and phase of the soft iron error signal.

As a model for the entirety of magnetic distortions E(ΨM ), including the influence of mis-
alignment errors (coefficient a) the following equation can be used:

E(ΨM ) = a+ b · sin(ΨM ) + c · cos(ΨM ) + d · sin(2ΨM ) + e · cos(2ΨM ) (5.12)

In case of SOLUSAR a digital compass Honeywell HMR3300 with three-axis solid-state
magneto-resistive sensors was tried to deploy, which is tilt compensated and can operate in a
tilt range of ± 60° using a pair of accelerators (for the electronic scheme please see Appendix
A.5). The specified heading accuracy is 1° with the resolution at 0.1° [Honeywell, 2005]. The
update rate is 8Hz. The sensor (dimensions: 37mm by 25mm) is mounted on the moving
platform of the telescope. This allows the use of routines of the sensor performed by the on-
board microcontroller to eliminate modest hard iron distortion. These require one complete
slow turn in a level plane to expose the sensor to a set of different headings.

Figure 5.6: Electronic compass Honeywell HMR3300 mounted on the revolving platform.

Testing showed that given the location of the compass within the telescope (compare Fig. 5.6)
the measurement values of the heading are heavily affected by the magnetic fields produced
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by the azimuthal DC motor. The on-board calibration routine is not capable to eliminate the
effect, the distortion field strength clearly exceeds the earth’s magnetic field strength. However,
even more important is that the sensor varies its distance and exposure to the motor during the
calibration turn, a fact that cannot be handled by the calibration routine. Efforts to shield the
motor with sheets consisting of mu-metal (nickel-iron alloy with high magnetic permeability)
to attenuate, at least, the impact of the interfering field remained unsuccessful.

As the sensor allows output of raw magnetometer measurement values instead of computed
headings and inclinations it was tried to perform heading computation using additional inform-
ation: Mach [2003] proposes a least square algorithm to find the parameters of Eq. 5.12 with
the use of a gyroscope. The gyroscope determines the yaw rate of the movement. In our case
this task can be perfectly performed by the azimuth motor encoder providing information on
the rotation angle during the calibration revolution around the vertical axis. For n positions
(preferably evenly distributed across a whole revolution) measurement data is acquired and
headings computed according to Eq. 5.9. For each measurement position k we have:

Ψ(k + 1) = Ψ(k) + δΦ (5.13)

with Ψ(k),Ψ(k + 1) the true headings at two consequent measurement points and δΦ the
yaw angle increment between the two points. To include the determined headings through
measurement Ψmeas, Eq. 5.13 is rewritten to:

Ψmeas(k + 1)− E(Ψmeas(k + 1)) = Ψmeas(k)− E(Ψmeas(k)) + δΦ (5.14)

For any future index k Eq. 5.14 becomes:

k · δΦ−
[
Ψmeas(k)−Ψmeas(0)

]
=
[
−E(Ψmeas(k)) + E(Ψmeas(0))

]
(5.15)

A stack of these observation equations can be solved using LSQ-algorithms to estimate the
parameters b, c, d, e in Eq. 5.12. The full set of formulas for a gyroscope compass calibration is
found in Mach [2003]. In the case at hand the raw magnetometer data were previously reduced
by subtracting component-wise the field strength of the azimuth motor permanent magnetic
field. For this purpose a full telescope revolution with a resolution of 1° was performed. The
field strength differences were obtained between the original compass mounting position and
a 30 cm uplifted position (with same alignment with respect to the telescope), where the
influence of the motor should be limited.

Overall the application of the procedure described above improved the quality of the computed
heading values only moderately. However, the accuracy remained very low (uncertainty of
the heading clearly above ± 5°). Furthermore tests indicated that rotations and rotational
oscillations with moderate velocity are not well mirrored by the sensor, as its response to
field strength changes is lagging behind. All these findings render the device, unfortunately,
practically inapplicable for the given task and clearly inferior to the scanning procedure.

Another possibility to search a celestial body in absence of orientation data is the deployment
of a small zenith-looking image sensor (e.g. web-cam) in combination with a suited fish eye
lens with a field-of-view covering the entire visible sky. From the images the alignment of the
telescope with respect to the sun could be extracted with high frequency using image processing
routines. Such a sensor could also provide information on the current weather situation (e.g.
cloud coverage, haziness) and could thus even be used to preliminarily determine an optimal
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exposure time for the spectrometers CCD sensor. This approach has not been implemented
as yet.

5.1.2 Smart Telescope Control Cycle

The telescope’s optical, mechanical and electronic design is conceived to fulfil the target track-
ing task also when the instrument is deployed on a moving platform, such as a vessel (or
any other platform with a comparable moderate oscillation behaviour). The objective of the
telescope’s target tracking is to uninterruptedly fully illuminate the entrance slit during the
measurement process. With the introduction of a light homogenizing fibre the requirements
regarding the responsiveness of the telescope control cycle have been considerably reduced,
since the exit face of the fibre is also uniformly illuminated if the image of the sun does not
precisely hit the center of the entrance face of the optical fibre. However the larger the lateral
deviation the lower is the intensity of the recorded spectra, as can be seen in Fig. 5.7.

Figure 5.7: Relative spectrum intensity as a function of telescope misalignment, when using
a homogenizing fibre (hexagonal 400 µm cross section). Measurements were conducted
using spectra of the internal halogen lamp. The different dependence for the two direc-
tions (azimuth and elevation) is a result of the prolate shape of the halogen coil. In case
of an imaged sun disk it is less pronounced.

The mechanical and electronic components involved in the telescope control cycle have been
outlined in Section 4.10.3. This section shortly describes the signal handling in the autonomous
telescope alignment process. The different steps are schematically depicted in Fig. 5.8.

Quadrant Diode Signal Treatment

The main feedback sensor providing information on the telescope’s misalignment to the regu-
lator (motor system) is the quadrant diode. As shown in Fig. 5.9(a) the imaged spot of the
tracked light source partly illuminates four collaterally arranged photodiodes (each with the
shape of a circular quadrant). From the intensities on the diode quadrants I1, . . . , I4, the cur-
rent deviation [XCoG, YCoG] of the spot’s intensity center of gravity from the quadrant diode
center can be estimated using the formulae:

XCoG = (I2 + I4)− (I1 + I3)∑4
j=1 Ij

(5.16)

YCoG = (I1 + I2)− (I3 + I4)∑4
j=1 Ij

(5.17)
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Figure 5.8: Scheme of the process steps involved in the telescope control cycle when tracking
the sun or the moon. The initial telescope alignment is computed using location and
time data provided by the GPS sensor and the sun/moon ephemerides. From there the
automatic control cycle using the quadrant diode as primary feedback sensor takes over
(yellow box). The reduction of the computed telescope angle offsets is conducted by the
motion control card’s PID cycle, which is constantly fed with adjusted target positions
(update rate 80Hz). In parallel, the image acquisition process is taking place. Acquired
spectra images undergo a validity check based on the telescope pointing accuracy during
the exposure time.
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The electric current induced by the photodiodes (which in principle is proportional to the in-
cident radiation intensity) is transformed to voltage using an amplifier unit (see Section 4.10.3)
and acquired by the motion control card’s A/D converters with a frequency of about 80Hz.
In case of lunar measurements an offset correction for each diode channel has to be applied.
These offset values can change over time (and with temperature) and thus have to be redeter-
mined frequently, at least prior to lunar measurement sessions. From the digitized voltages,
[XCoG, YCoG] can be computed and subsequently a target position for the motor system is
deduced. As the orientation of the telescope motor axes with respect to the spectrometer and
thus to the quadrant diode depends on the current azimuth of the celestial body, a rotation of
the coordinate system by a corresponding angle ε(Az) has to be considered when computing
the telescope’s target motor position set [SAz, SEl]target:

[
SAz
SEl

]
target

=
[
SAz
SEl

]
current

+
[
CAz 0

0 CEl

] [
− cos ε − sin ε
sin ε −cosε

] [
XCoG

YCoG

]
current

(5.18)

[SAz, SEl]current is the current motor system position (provided by the DC motor encoders),
[CAz, CEl] denotes the conversion factors between the motor coordinate system and the rotated
quadrant diode “pseudo-coordinates”. The conversion factors are found experimentally for
each measurement system. Foremost they depend on the image spot size on the quadrant
diode. As shown in Figs. 5.9(b) and 5.9(c) the size of the image spot strongly influences
the intensity ratios of the different quadrants and thus the deduced coordinates. By a slight
defocussing, the area of displacement from which reliable information on the spot position
can be derived can be enlarged and telescope movements become smoother. A small spot size
on the other hand makes the system very sensitive to small deviations from the normative
position. However Fig. 5.9(d) shows that the coordinates provided by the quadrant diode can
become quite inaccurate, especially for non-round spot shapes. For spot shapes as produced
by the halogen bulb, crescent moon or a sun disk partly concealed by clouds, considerable
differences to a precise Cartesian coordinate system are observed, which can lead to tracking
detours hampering the tracking responsiveness.

Further the mentioned conversion factors are influenced by the motor system tuning. As shown
in Fig. 4.32 the movement from the current position to the target position is monitored and
controlled by the motion control card with a PID (proportional-integral-derivative) control
cycle using the encoder signals as feedback. Based on the momentary error e(t) (difference
between desired set point and the process variable; here the remaining motor steps to target
position) the differential equation of the controller output u(t) (in this case the DC motor
currents) can be written as [University of Michigan, 2013]:

u(t) = KP · e(t)︸ ︷︷ ︸
P

+Ki

∫ t

0
e(τ) dτ︸ ︷︷ ︸
I

+Kd
d

dt
e(t)︸ ︷︷ ︸

D

. (5.19)

The output portion P – proportional to the error e – is steered by the proportional gain
KP . P (because of its time independence) produces an instantaneous reaction. Increasing KP

in our case stiffens the motor axis; too large values can lead to the control cycle instability
though. The integral term I compensates for the accumulated control deviation over a passed
integration time. The longer a deviation exists the higher becomes I. Its influence is controlled
via the integral gain Ki. The I portion of the cycle is comparably slow, but capable to fully
eliminate persistent deviations. The derivative portion D has a damping effect, predicting the
system’s behaviour through analysis of the error slope thus helping to improve the setting time
and acting as shock absorber. Its influence is controlled through the derivative gain Kd.
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5.2 CCD Readout

For each controlled telescope axis of the two measurement systems an individual PID parameter
set had to be found in an iterative procedure. By analysing the step response of the motor
systems, a configuration where settling times (“the time required by the response curve to
reach and stay within a range that is approximately the final value” [National Instruments,
2012]; here: deviation smaller 0.1°) and rise time (time to closely approach the final position
for the first time) become minimal. With the chosen electronic design the rise time is of
special importance as the target position [SAz, SEl]target is instantly overridden as soon as new
quadrant diode values are available, which is usually clearly before the motor system reaches
the former target position. The optimization of the rise time ensures quick approach of the
target position, thus allowing the telescope to closely follow the moving target in continuous
movement. In Chapter 8 an enhanced, more direct implementation of the control cycle is
outlined as an outlook.

5.1.3 Target Tracking

When measuring in static mode the telescope tracks the light source using the described
control cycle. The initial telescope alignment though bases on the computed sun or moon
ephemerides. Using the tracking algorithm from there, an optimal intensity gain also under
cloudy conditions is guaranteed. The deviation from the celestial body’s theoretical trajectory
however is constantly monitored and if becoming too large the telescope aiming is set back
to the alignment given by the current ephemerides. The default maximum deviation is set
to 2°. Also slight alignment errors resulting from inaccurate external orientations can be
compensated in this way. Fig. 5.10 shows a typical telescope aiming trajectory in case of
cloudy conditions.

5.2 CCD Readout

In order to gather as many photoelectrons per time unit and to push the S/N ratio as high as
possible not only the CCD characteristics have to be considered, but also the way the camera
is operated in the measurement process. In the case at hand mainly the readout mode and
exposure time settings are relevant.

5.2.1 Full Frame Readout vs. Hardware Binning

The OEM CCD Camera described in Section 4.6.3 allows a so-called vertical hardware binning
readout mode. The imaging of the entrance slit is aligned with the CCD columns. All photo-
electrons produced during the exposure and stored in the potential-wells of a specific column
belong to the same small wavelength interval. Charges thus can be summed up to find the
total intensity per wavelength.

The use of hardware binning theoretically allows higher measurement frequencies because only
a single line (the filled shift register containing the charges of all 250 rows) consisting of 2048
pixels has to be A/D converted instead of 250 lines of which one full-frame image consists.
The readout of a full frame image lasts about 2.5 s, whereas a full line binning readout takes
15.2ms.

However, comparing the two readout modes one has to consider also the capacity of the shift
register per column. Though not officially specified, tests have shown that one pixel of the
shift register of the used CCD detector clearly cannot store the charges of all 250 pixels in the
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(a) Scheme of a quad-
rant diode sensor with
an imaged intensity
spot. For translation
of the derived spot
coordinates into the
telescope system a ro-
tation with an angle ε
is needed

(b) With a defocussed image spot
the intensity hills become
pointy, as the area where
the spot illuminates only one
quadrant is minimal

(c) A smaller spot results in
flat-top intensity distributions,
which allows a computation of
reliable spot coordinates only
near the diode center

(d) Scaled differences between the computed pseudo coordinates
derived from quadrant photodiode intensities and the actual
telescope alignment (conversion factors [CAz , CEl] (compare
Eq. 5.18): 1 pseudo coordinate unit ≡ 15°). This scan has
been recorded using the internal halogen lamp with its prolate
spot shape. The rounder the spot is the more reliable the de-
rived coordinates. Inaccurate coordinate mapping can lead to
slightly prolonged target “catching” times.

Figure 5.9: Retrieval of spot coordinates using a quadrant photodiode sensor.
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5.2 CCD Readout

Figure 5.10: After pointing in the direction based on the calculation of the target’s eph-
emerides (considering the instrument’s external orientation), the telescope enters the
automatic tracking mode, by reducing the imaged spot’s distance from the center of the
quadrant photodiode, thus feeding the spectrometer with as much radiation as possible.
This cycle is interrupted if the deviation from the theoretical ephemerides exceeds a
defined threshold (here set at 1°) or if calibration tasks have to be slotted in.

column if the spectrum approaches saturation at the brightest pixel, even though the imaged
spectral information does not cover the whole but less than 40% of the CCD area. Due to
the limited shift register capacity (which is believed to be around two times the amount of
the single pixel full well capacity) exposure times have to be drastically reduced. In the case
of bright sunlight even the shortest exposure time of 5ms leads to over-saturation of the shift
register. Hardware binning measurements are only possible with an additional attenuation
of the sunlight using a filter. Hence the theoretical advantage of binning measurements to
register considerably more photoelectrons per time unit is greatly degraded. Assuming a pixel
saturation of 80% for full-frame images with the exposure time at 30ms, one can acquire non-
saturated binned images by lowering the exposure time to 5ms and through filter attenuation
by a factor of 10. With this exposure and the given readout times around twice as many
photoelectrons can be acquired in binning mode, rendering the S/N-ratio only a factor

√
2

higher.

The readout of full-frame images on the other hand has further advantages as various useful
details can be retrieved which would be lost in the process of hardware binning. The position
of the main diffraction order on the CCD image is visible, as are parts of neighbouring orders
at the top and bottom of the image. Full frame image readout has following advantages:

• Spectra stabilization: The diffraction order’s edges can be utilized to determine the
position of the spectrum on the chip in direction of cross-dispersion. This allows a
better stabilization of the spectrum compared with an algorithm using the intensity
center-of-gravity of emission lines produced by the spectral lamp.

• Stray light correction: Image areas only illuminated by stray light are found in the
“intensity valleys" between diffraction orders. These areas are utilized in a stray light
correction algorithm which is specifically applied to every single image. This is enorm-
ously useful as stray light and false light fractions can vary significantly depending on
the illumination situation.
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• Omitting pixels outside diffraction order: Only illuminated pixels within the borders of
the extracted diffraction order edges are used in the process of vertical software binning.
Hardware binning only allows the definition of a straight top and bottom border. As
the diffraction orders of SOLUSAR are strongly bent a large number of pixel mainly
containing stray light and various sorts of noise would be included. Omitting said pixels
improves the S/N-Ratio.

• Reducing the influence of spectra drift: Due to the before discussed influence of etaloning
effects, the computation of transmission spectra with high quality heavily relies on the
vertical stability of the spectrum position. Sun and halogen spectra should be computed
using the information of the exact same matrix elements whose fraction of the intensity
should also be stable over time. This can be accomplished through frequent application
of the stabilization procedures which on the other hand is time-costly. When working
with full-frame images this issue can be addressed more pragmatically by leaving pixels
out of the computation which are close to the diffraction order edges, where in case of
drift the greatest intensity variations occur.

• Visual control of various additional features: Various effects, such as electromagnetic
interference patterns, stains or dust particles on the CCD, strong incident false light or
unequal entrance slit illumination can be recognized more easily by the operator.

• Easier recognition of saturation: The etaloning creates considerable intensity differences.
In binning mode, situations where few pixels reach saturation and the exposure time has
to be lowered, are not as easily discernible as in full-frame images.

• Omitting influence of hot pixels: Possible hot pixels can be identified and the corres-
ponding defect information omitted from the processing.

• Reduced Readouts: With electric interferences imprinted on readout, higher overall sig-
nals per readout are favourable.

Given these benefits the acquisition of full-frame images seems advantageous over hardware
binned readouts, even with the lower photoelectron yield. Only the apparatus function retrieval
process requiring high-speed image acquisition still relies on binning measurements of emission
lines.

5.2.2 Exposure Time Determination

In case of lunar measurements the camera exposure time is fixed at 20 s, the longest allowed
by the camera system. The exposure time for solar measurements depends on the apparent
magnitude of the sun (function of the sun ephemerides) and the weather conditions. Different
things have to be borne in mind when determining a suitable exposure time:

1. The main objective is to collect as many photons per time unit as possible to maximize
the S/N-Ratio. The brightest pixel should reach charge levels of at least 60% to 70%
of the well capacity. This is especially mandatory since the number of out-read spectra
has to be minimized in order to reduce the influence of electromagnetic interferences
imprinted on every readout. Given these interferences, signal intensities of at least 30%
to 50% have to be reached in order to gain spectra whose main deteriorating factor is
shot noise. Hence long exposure times are desirable.
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2. In situations where the intensity reaching the detector rises quickly, as at sunrise or more
importantly under rapidly changing cloudy conditions, the brightest pixel can become
saturated rendering the recorded spectra useless. Longer periods with discarded spectra
essentially lead to a diminished mean photoelectron acquisition rate. Also serial redeter-
mination of the exposure time is undesirable due to associated retrieval of dark images.
An exposure time leaving a considerable margin to the upside is thus favourable.

As the quadrant photo diode is actively involved to maintain the telescope alignment during
the spectra acquisition process, its data can also be used to continuously monitor the changes
in the incident brightness with high frequency.

With a 10Hz frequency the total spot intensity on the quadrant diode, the computed spot
displacement and the pointing integrity flag from there deduced (TRUE if total intensity above
minimal threshold and XCoG < 0.25∧YCoG < 0.25) are stored in a queue for 100 s. After a full
spectrum has been acquired (or after a longer period with no successful spectrum retrieval)
the mean (TRUE-flagged) quadrant intensity during the spectrum acquisition time (around
60 s) is obtained from the queued data to re-evaluate the exposure time. The exposure time
is inversely proportional to the spot intensity and adjusted based on the latter to reach a
75% maximum CCD saturation. The conversion factor was found experimentally. If the
new exposure time does not leave the interval of [0.9, 1.1]× the former exposure time, the
latter is maintained to not interrupt to measurement cycle. If the maximum spot intensity
deviates more than 10% from the mean value in the period under consideration, it is taken as
calculation base for a new exposure time determination in order to avoid CCD saturation.

5.3 Wavelength Stabilization

The position of the diffraction order structure on the CCD chip can slightly vary over time.
The variations during the measurement process are caused by the influence of temperature
changes on the internal mechanical structure and the optical elements. The temperature is
mainly influenced by the ambient temperature, the incident solar radiation on the instrument
hull and the thermal dissipation of the various electronic components inside the instrument
(primarily camera cooling and DC/DC converters). With a vertical temperature gradient
inside the instrument of up to 20 ◦C gradually establishing itself after start-up, spectra drifts
can reach 10 px. As soon as a certain thermal equilibrium is reached, the displacement rate
never exceeds 3px/h but is normally much lower. Larger position deviations only occur in
case of instrument transportation. The long-term stability of the spectrum, if the instrument
is stored in-house, is very high (displacements of below 20px after months).

The active stabilization of the spectra position on the CCD sensor using the motorized deflec-
tion mirror (see Section 4.5.4) in the spectrometer is conducted for various reasons:

• To precisely maintain the recorded spectral range in which the sought absorption lines
are located and to dispose of a proper wavelength reference.

• In order to conduct a flat-field correction using a halogen spectrum the exact same CCD
matrix pixels with their specific sensitivities ought to be illuminated. The diffraction
order has to be vertically stable and the wavelengths should be always assigned to the
same CCD column. This is of particular importance in the case of SOLUSAR due to the
appearance of strong etaloning patterns. Already smaller drifts of the spectrum could
corrupt a correct computation of the baseline.
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5 Measurement Process

• For the correction of stray light influence, sufficiently sized non-illuminated areas above
and below the diffraction order sought after must be available in every recorded spectrum
image.

The spectrum stabilization procedure (in dispersion and cross-dispersion direction) is normally
conducted every 10min.

5.3.1 Stabilization using Lamp Spectra

The spectrum stabilization in principle can be conducted using the intensity centres of gravity
of the argon emission lines only. Since the vertical profiles of the lines are strongly influenced
by the etalon fringes depending on their position on the CCD, the determination of the ver-
tical position using these emission spectra had to be abandoned. Instead the cross-dispersion
position (coordinate yCCD) of the spectrum is determined by means of the edge detection
algorithm described in Section 6.3. This procedure allows a stable determination of the yCCD
with an accuracy well below the demanded 1 px.

The requirement for the accuracy of the spectrum position in dispersion direction (coordinate
xCCD) is higher (set at 0.1 px). For an initial determination of the position only the argon line
in the center of the spectral window (λvac = 795.0362 nm) is analysed. For the fine adjustment
all three dominant argon lines are taken into account. For the determination of xCCD of the
intensity center of gravity the pixel intensities within a bounding box are analysed, as shown
and explained in Fig. 5.11.
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Figure 5.11: To determine the intensity center of gravity of an argon emission line, from an
excerpt (initial bounding box) of a full frame image, a vertically and a horizontally binned
profile is computed. In the vertically binned data (step 1), the refined box boundaries are
set, at the position where the intensity (coming from the intensity maximum) increases
again. In the horizontally binned data (step 2) the boundaries are set where the intensity
dips below the stray light intensity socket which has been determined in step 1 as well.

From the difference of the scheduled normative and the actual spectrum coordinates the ne-
cessary driving distances of the folding mirror’s stepper motors is deduced. To manage the
hysteresis of the motor/drive system the target position is always approached from the same
side. For small spectra displacement the final position is normally reached with one correction
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cycle (duration for xCCD and yCCD adjustment around 20 s). For displacements greater than
20 px often two cycles are necessary to meet the required precision.

5.3.2 Stabilization using Solar/Lunar Spectra

In principle the monitoring of the spectrum position and the correction thereof can also be
accomplished using solar spectra themselves as they bear all the necessary information. Thus
the stabilization process would fit in the spectra recording process much more seamlessly. If
the algorithms are fast enough a monitoring of the spectrum position is possible after every
acquisition of a full-frame solar spectrum. Whereas the algorithms determining yCCD can cope
with a spectrum filled with absorption lines (see Section 6.3), an algorithm retrieving xCCD
from dedicated Fraunhofer lines with sufficient accuracy and speed has not yet been found.

In case of lunar spectra also the vertical position determination is tricky, as the S/N-ratio can
drop to such low levels, that occurring hot pixels and electric interference patterns heavily
affect the robustness of the used algorithm to extract the diffraction order edges.

5.4 Dynamic Apparatus Function Determination

As explained in Chapter 3 the apparatus function describes the spectral impact of the meas-
urement instrument on the measured light composition. The characteristics of this influence
are given by the utilized optical elements in the measurement system, particularly the entrance
slit width. The apparatus function width can slightly vary over time, which affects the sensed
absorption line width and should be taken into account in the spectra processing. The main
cause for temporal variations is thermal expansion of the mechanical structure and optical
elements, slightly altering the imaging geometry leading, e.g., to defocussing.

Figure 5.12: Variation of the apparatus function width over a 6h measurement session on a
sunny late summer day (August 15, 2012). Data from SOLUSAR II.

As evident in Fig. 5.12 the temporal variability of the line width of the monitored argon
lines, from which the apparatus profile is deduced, is generally very low on a short time scale.
However, sudden considerable changes can occur, with alteration of the mean FWHM (full
width at half maximum) of the fitted Gauss profiles reaching up to 8% to 10% within an
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hour. On a long-term scale, the SOLUSAR I mean apparatus function width has broadened
from about 3.8 px to 4.9 px over a timespan of 1.5 years.

Not only a temporal dependency is observed, but also a dependency on the position of the
line structure on the CCD. Possible explanations for the different apparatus function widths
depending on the xCCD coordinate on the CCD could be:

• The focal plane does not exactly concur with the CCD detector plane. The apparatus
function width could be affected by a slight obliqueness of the focal plane, or by different
aberration effects such as distortion.

• For each wavelength the light bundles passing the spectrometer and reaching the detector
slightly vary and thus also the influence of the apparatus on the line width, as visible in
Fig. 5.13.

• The prism slightly twists the slit image. The grade of the rotation is wavelength depend-
ent. In a vertically binned spectrum rotated lines lead to increased line widths.

In order to monitor the apparatus influence a calibration routine is performed every 30min.
In this process a series of argon spectra at different positions on the detector are recorded.
A relatively uniform distribution of argon lines over the whole detector width is desired in order
to compute a trustworthy description of the spatial variability of the apparatus function. To
accomplish this the argon spectrum image is shifted over the CCD. To speed up the process
which takes around 1min emission spectra are acquired using the camera’s hardware binning
mode. Due to the constrained movement radius of the tiltable mirror only 28 images can
be obtained (position spacing around 70px), leaving the right CCD side somewhat scarcely
covered with spectral lines (see Fig. 5.13). From the obtained argon line width a polynomial
of fourth degree is estimated describing the spatial variability of the apparatus function.

Most often apparatus functions are described using the Voigt profile described in Section 3.5.2.
As shown in Figs. 5.14(a), 5.14(b) and 5.14(c), fits of obtained argon lines with a Voigt profile
contain only a minimal Lorentz contribution. A fitting of the apparatus function using a Gauss-
only distribution function seems to provide an equally (or even more) accurate description of
the apparatus influence.

Figure 5.13: Dependence of the apparatus function width on xCCD as determined with three
prominent argon lines. Whereas lines 1 and 3 seem to be in very close agreement, line
widths estimated using argon line 2 are on average around 0.1px higher.

128



5.5 Control Software

(a) argon line 1
(λvac =801.6990nm)

(b) argon line 2
(λvac =800.8359nm)

(c) argon line 3
(λvac =795.0362nm)

Figure 5.14: Voigt profile fits of the three argon lines within the primary SOLUSAR meas-
urement range. The Lorentzian portion is only minimal. Gauss-only fits often reach
better correlation coefficients than Voigt profile fits.

5.5 Control Software

Within the SOLUSAR project two control software packages have been established. First a
software platform, mainly used for testing purposes allowing the user to directly take con-
trol of every single task of the measurement processes and the way they are conducted, has
been developed. Out of this bundle of procedures, the most serving algorithms were then
included in the main control software package called SOLUSAR Auto Control (SAC) which
fully autonomously controls the measurement process of the instrument, giving the user noth-
ing but the possibility to set certain parameters before start-up. Only the latter software
package will be described henceforward. Control software has been developed using the Lab-
VIEW™programming language (by National Instruments), which is well-suited for steering
and control applications.

SOLUSAR Auto Control is written in close accordance with the design pattern Queued State
Machine proposed by Blume [2007] (see Fig. 5.15(a)). Analogue to first-in, first-out buffers,
this software architecture allows to store and execute subsequent processes. New processes can
be added either through Graphical User Interface (GUI) manipulation or by any state of the
main process itself. For the handling of urgent tasks, processes can also be inserted at the front
end of the buffer or at any specific position within the queue. This is especially helpful when
dealing with the various calibration routines which occur aperiodically. This architecture also
is performance friendly, as in case of an empty queue, the loop goes to sleep allowing parallel
background processes to run efficiently [Blume, 2007]. The software is designed to ensure
scalability: Addition of new tasks to the main loop and/or integration of parallel loops should
be effortless.

The main software design difficulties lay in the establishment of an efficient handling of various
(partly time-critical) loops which are running in parallel:

• Main Loop: Determines the main measurement regime, organizes the main measurement
routines and the various calibration tasks.

• Quadrant Read Loop: Reads out and pre-processes the information coming from the
quadrant sensor with high frequency. The process can be halted if no specific telescope
alignment is needed thus freeing a considerable amount of CPU time.
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• Spectra Preprocessing and Saving Loop: Acquired spectra data from the main loop are
stored in a data queue and preprocessed as described in the subsequent chapter. The
wavelength referenced transmission spectra are equipped with the dedicated meta data
(meteorological data, ephemerides et cetera) and stored.

• Meteo Loop: Registers the values of the system’s ground meteorological station

• Event Handler: Registers user-generated events at the Graphical User Interface

• Various: Various small loops used to make different status information of the measure-
ment instrument available to the user.

Data sharing between the above mentioned loops is mainly implemented through queues and
notifiers, which allows high speed and uses only limited memory. Processing the recorded
spectra in near real-time has not yet been realized, as these tasks are in need of considerable
processing power, which is not available when using the current hardware set-up.

The GUI, as depicted in Fig. 5.15(b), provides the possibility to set certain measurement
parameters (foremost to set the time periods between the different calibration routines or to
choose the orientation procedure) gives information on the activity of the various sensors (e.g.
quadrant diode), monitors the instrument temperatures, and displays the retrieved spectra
and the current apparatus function.
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„Queue Initialization“ 

„Add States“ 

„Main While Loop“ 

„Case Structure defining States“ 

(a) Template for a Queued State Machine design pattern to handle subsequent software states
in a LabVIEW™program, as proposed by Blume [2007]

1 

28000 

41000 

(b) Graphical user interface of the SOLUSAR Autocontrol software, which provides information about the
current status of the measurement process and instrument parameters

Figure 5.15: Control Software SOLUSAR Auto Control (SAC)
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6
Data Preprocessing

The data obtained in the SOLUSAR measurement process described have to be processed
to ultimately retrieve atmospheric water vapour concentrations. This chapter is focussed on
the preprocessing routines applied to compute transmission spectra from the data. These
procedures to a great degree have to take into account the specific hardware characteristics.
The subsequent analysis of the transmission spectra to get water vapour concentrations is for
the most part similar to the processing applied in the GEMOSS project. Certain dissimilarities,
e.g., regarding the use of spectral catalogues and absorption line selection, are discussed in the
following chapter.

The rough division into two parts – preprocessing and processing – reflects also the imple-
mentation from a software point of view. In our case, the term “preprocessing” subsumes
all methods applied to the recorded data taking place immediately after the data have been
obtained in order to generate and store wavelength-referenced transmission spectra. All pre-
processing algorithms are part of the instruments control software SAC (SOLUSAR Auto
Control, mainly written in LabVIEW), which has been described in Chapter 5. On the other
hand the algorithms applied to the solar and lunar transmission spectra belong to the pro-
cess of total column water vapour extraction and are part of the processing software package
SOLUSAR_Proc written in C++ (based on the GEMOSS processing software). A schematic
overview of all the processing steps is given in Fig. 6.1: The blue box contains the preprocessing
steps, whereas on the right side the spectra simulation and adjustment process is shown.

6.1 Retrieved Primary Datasets

During the measurement process different datasets are acquired by the SOLUSAR measure-
ment system (or by appendant sensors) which are required to ultimately retrieve atmospheric
water vapour values. In Tab. 6.1 all datasets needed for the preprocessing and processing
of the solar/lunar absorption spectra are listed together with their designated use and the
retrieval time period. Not included in this data overview are measurement data used to ensure
the ongoing measurement process such as feedback signals in the telescope control cycle or
instrument temperatures.

6.2 Dark Image Correction

In an ideal charged coupled device (CCD) only incident photons should lead to a generation of
electron-hole pairs in the detector’s silicon substrate. The number of built pairs theoretically
is in a fixed proportionality to the incoming photons of a certain wavelength. In reality though
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Figure 6.1: Schematic depiction of the SOLUSAR data processing: Measurement data ob-
tained by the SOLUSAR measurement system is preprocessed in order to generate trans-
mission spectra (left side). In order to extract water vapour concentrations the radiative
transfer is simulated and the water vapour concentrations in the underlying atmospheric
model adjusted until the synthetic spectra match the measurement-derived data (see
Chapter 7).
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6.2 Dark Image Correction

Type / Recorder Purpose Acquisition Period

Solar/Lunar Spectra
CCD Sensor

Primary Raw Data Sun: ∼ 1min
Moon: ∼ 10min

Dark Image
CCD Sensor

Dark Current Correction
Correction of non-spectral stray light

Maximum: 10min. Sooner if
CCD exposure time changes

Halogen Spectra
CCD Sensor

Flat-field Correction
Extraction of diffraction order bound-
aries

∼ 30min

Argon Spectra
CCD Sensor

Wavelength Calibration ∼ 10min

Apparatus Function
CCD Sensor

Modelling the influence of the appar-
atus on retrieved spectra

Maximum: 30min. Sooner if
rapid temperature changes in the
instrument are occurring

Meteorological Data
Meteo Sensor

Atmospheric Modelling (used for ray
tracing and radiative transfer compu-
tation)

1min

Geographical Coordinates
Universal Time (UTC)
GPS Sensor

Computation of Target Ephemeris
(Raytracing)

Once at the beginning of the
measurement process for a static
site

Table 6.1: Measurement data retrieved by SOLUSAR and additional sensors used at meas-
urement site

a small electric current occurs even if the sensor is not exposed to light because of random
generation of electron-hole pairs as a result of the thermal movement of atoms and molecules.
The higher the sensor temperature the bigger the so-called dark current. In order to reduce
dark current, detectors are often cooled down (e.g. using multi-level Peltier elements, as also
in the case at hand).

To further suppress the influence of dark current, images with closed shutter and exposure
times similar to the light exposed images are obtained. Dark image intensities are subtrac-
ted pixel-wise from the raw spectrum image. Thus the stationary dark current bulk can be
eliminated leaving only the influence of dark current shot noise (see Section 7.3.1). The sub-
traction of dark images also eliminates the offsets of output amplifiers which add exposure
time invariant intensity sockets to the data.

Dark images are acquired at least every 10min, or at every time an adjustment of the exposure
time is done and if strong temperature changes (greater 5 ◦C) in the vicinity of the CCD
occur. The number of CCD acquisitions for one dark image equals the number of acquisitions
added up for one evaluable solar/lunar spectrum (solar spectrum: around 12 acquisitions per
stored spectrum). The CCD sensor is temperature stabilized by the attached Peltier cooler.
The sensor allows stabilization at 0 ◦C or at −10 ◦C. Though a lower temperature would be
beneficial regarding dark current intensity it aggravates the danger of condensed water on
the chip. The detector of the SOLUSAR I instrument exhibits a permanent current socket
equivalent to around 1450 counts per pixel and a dark current rate of around 120 counts/s.
Given the temperature stabilization the influence of the temperature inside the system is
small (around +10 counts/◦C to 15 counts/◦C).

Dark image correction helps also to eliminate false light portions in the instrument which do
not pass the entrance slit (compare Section 6.4).
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6.3 Extraction of Diffraction Order

As described in Chapter 4, the combination of an echelle grating and a prism yields a two-
dimensional structure of multiple curved diffraction orders which are non-equidistant. In case
of SOLUSAR a section of one single diffraction order is imaged centrally on the CCD and
its position is actively maintained through the wavelength stabilization processes described in
Section 5.3. Still, location and shape can slightly vary (which would apply especially between
observations of different spectral ranges). Due to following reasons the shape of the diffraction
order has to be determined precisely:

• Spectrum Stabilization: The diffraction order’s edges are utilized to determine the posi-
tion of the spectrum on the chip in direction of cross-dispersion.

• Stray Light Correction: Image areas solely illuminated by stray light are found in the
“intensity valleys" between diffraction orders. These areas are used to estimate the stray
light distribution over the whole detector area (see Section 6.4).

• Software Binning: Include only pixels within the upper and lower diffraction order
boundaries in the process of software vertical binning. This improves the signal-to-noise
ratio of the retrieved spectra (see Section 6.5).

• Reduce Influence of Spectra Drift: Including only pixels in the binning process belonging
to the diffraction order core and omitting pixels close to the edges reduces the unwanted
influence of fringing structures caused by etaloning in the case of slight vertical spectra
shifts.

In order to detect the top diffraction order edge a search window covering the entire CCD
width but only 80 of 250 vertical pixels is gradually moved top-down over the intensity matrix
until an edge with approximately the sought curvature is found in said window. The search
procedure thus is only effective if top edges of neighbouring orders appear below the sought
diffraction order on the CCD. Hence a vertical position deviation from the desired position of
around ± 80px is allowed.

Figure 6.2: Vertical diffraction order profile: In every CCD column the pixel best defining the
diffraction order top edge is determined. For measurements with full entrance slit illu-
mination: The pixel at the bottom of the greatest intensity gradient. For measurements
with hexagonal fibre: The pixel at the bottom of the upper intensity valley.

Within the search box in every column j one pixel pedge(ie, j) (i being the CCD row) best
describing the edge is determined. This procedure slightly differs for measurement set-ups
with and without a homogenizing fibre. As shown in Fig. 6.2 in the case where the hexagonal
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6.3 Extraction of Diffraction Order

fibre is absent the vertical diffraction order section shows single continuous intensity lift with
a width reflecting the entrance slit height. The top edge position is defined as the pixel p(i, j)
where the intensity difference p(i+5, j)−p(i, j) becomes maximum. More elaborate procedures
as, e.g., the application of a Sobel operator for edge detection are slower and do not provide
better results.

The illumination with a hexagonal fibre produces an intensity distribution with three connected
intensity hills. The central one is attributable to the fibre core, the side intensity lifts to the
light-conducting fibre mantle. The edge boundaries are defined as the bottom of the intensity
valleys (as the radiation coming from the cladding is not included in the processing), or
mathematically where min[p(i+ 3, j)− p(i, j), p(i− 3, j)− p(i, j)] becomes the greatest.

Using the determined top edge pixels pe(ie, j) along the CCD a polynomial of second degree is
fitted using the method of iteratively reweighted least squares (IRLS), a robust fitting method,
particularly apt to deal with outliers. In the case at hand outliers can emerge in spectra
with poor signal-to-noise ratio, as with moon spectra. Also in case of spectra with many
and possibly broad absorption features, as e.g. caused by oxygen absorption bands, a good
estimation of the edge trajectory is more demanding and can also be mastered with IRLS.

In a first iteration the coefficients of the polynomial P (j) are determined by a least square
fitting algorithm with equally weighted observations. Based on the residuals r a new weight
for every observation is computed using a bisquare weighting function wB:

wB(r) =


[
1− ( rk )2

]2
for | r |≤ k

0 for | r |> k
(6.1)

k is the tuning constant [Holland and Welsch, 1977]. Mostly, for bisquare weighting, one uses
k = 4.685σ with σ being the standard deviation of errors [MathWorks, 2013]. A common
approach to estimate σ is to take σ̂ = MAR/0.6745 with MAR the median absolute residual
[Street et al., 1988]. Using the new weights again a least square fit is applied. This procedure
is repeated until coefficient differences between iterations fall below a defined threshold.

Experiments using low-noise spectra artificially superimposed with a Gaussian white noise
(software wise) show standard deviations of the residual parabola’s vertex vertical coordinate
yvertex (with respect to the spectrum without artificial noise, called “clean”) of below one 1 px
for noise with σnoise ≤ 1000 counts and spectra signal up to 7000 counts (see Fig. 6.3). 10
spectra for each noise level were analysed:

σnoise [counts] Mean(yvertex,noise − yvertex,clean)[px] σ(yvertex,noise − yvertex,clean) [px]
10 0.005 0.081
500 -0.037 0.128
1000 -0.611 0.520

Table 6.2: Accuracy of edge detection algorithm when analyzing noisy spectra.

For noise with σnoise approaching 1
6 of the signal amplitude the accuracy of the results is rapidly

deteriorating as the algorithm is becoming unstable. However, in reality seldom spectra with
such weak S/N-ratios are acquired.
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6 Data Preprocessing

(a) Fullframe image of a solar spectrum section exhibiting broad absorption structures belong-
ing to an oxygen band (right side). To simulate an image with a low S/N-ratio the image is
artificially superimposed with Gaussian white noise (σnoise = 1000 counts, spectrum max-
imum signal 6900 counts). The red line denotes the derived diffraction order top edge.

(b) Estimation of a polynomial of second degree from derived “edge pixels” using a robust fitting method.

Figure 6.3: Extraction of the diffraction order boundary in a noisy spectrum with multiple
large absorption features.

6.4 Stray light Correction

For the correct determination of transmittance values it is indispensable to thoroughly elim-
inate the influence of parasitic radiation reaching the detector which does not belong to the
actual spectral image of the respective light source. Such interfering radiation can be roughly
divided into:

• False Light: Radiation illuminating the CCD detector coming from parasitic reflections
of the telescope-gathered light at optical and mechanical components inside the instru-
ment (both spectrometer and other parts). Through custom hardware measures (baffles)
the influence of false light can be extenuated to a large extent, though a small but sig-
nificant portion remains (up to several percent of the overall intensity in case of bright
sunlight at high elevation angles). Certain false light sources cannot be fully suppressed,
such as reflection at the spectrometer’s collimation lens.

• Stray Light: Light having at least partially passed the diffractive optical elements of
the spectrometer. Originating from the optically non-ideal behaviour of the spectrometer
elements (mainly the echelle grating), the possibilities to eliminate these intensities using
hardware measures are limited.

Whereas the ratio between the useful signal and the stray light intensity is fairly constant,
false light intensities do not necessarily correlate with the spectra signal strength, as it can

138



6.4 Stray light Correction

be shed onto the detector during periods with the shutter being in closed state. Remaining
portions of false light are mainly extinguishable via dark image correction (see Section 6.2).

Only in case of high water vapour abundances and at the same time low elevation angles
absorption lines are becoming fully saturated in the wavelength region between 789 nm to
801 nm which would allow retrieval of stray light information from within the diffraction order,
as it has been applied in the GEMOSS project.

Given the vertical diffraction order spacing and the entrance slit at 1mm, significant void areas
on the chip remain which are in this case used as false/stray light “gauges” (henceforward
called stray light areas). With every spectrum available as full frame image, to every picture
an individual stray light correction can be applied by analysing said stray light areas. Only
pixels with a distance greater than 25 px from the diffraction edges are considered (in case of
measurements with a hexagonal fibre).

The analysis of spectra images obtained under manifold conditions (with respect to spectrum
intensity, light source, wavelength range and applied instrument) shows that the remaining
compound disturbing intensity additives are in most cases more or less evenly distributed over
the whole detector area. However, as shown in Fig. 6.4(a) considerable stray light gradients
can occur which are predominantly vertically aligned with respect to the CCD. The stray light
intensity differences can exceed 500 counts.

A column-wise modelling of the stray light bulk assuming a linear intensity distribution yields
good correction results. Local stray light portions depending on the intensity of absorption
features at this particular position in the diffraction order are found to be in fact negligible.
But if such phenomena were existing they would also be eliminated using the subsequently
described correction model. As shown in Fig. 6.5, for the correction of the stray light socket of
the CCD column j, the pixel intensities of the stray light areas above and below the diffraction
order are analysed to compute the corresponding stray light slope along the column. To
improve the statistics and also reduce the susceptibility to dust particles and stains on the
the chip, pixels belonging to the neighbouring n columns j − n to j + n are included in the
computation as well.

Fig. 6.4 shows the reduction of the stray light portion of a halogen spectrum recorded in the
original measurement set-up (without homogenizing fibre). Recorded after a longer period
without instrument maintenance the image exhibits multiple stains and dust particles, locally
depressing the stray light level up to 10%. Fig. 6.4(b) shows a computation of the stray light
distribution over the whole detector area. Depicted in Figs. 6.4(c) to 6.4(e) are the intensity
residuals after applying different stray light correction models. In an optimal case the pixel
intensities should become zero in the “valleys” between the diffraction orders. In all cases a
linear description for the in-line stray light slopes is used. As evident in Fig. 6.4(c)(left side)
the correction using n = 0 renders the correction strongly susceptible to dust particles leading
to local underestimation of the stray light influence. The susceptibility can be reduced either
by strongly increasing n (see Fig. 6.4(d); n = 100), or by moderately increasing n (see Fig.
6.4(e); n = 20) but using a robust slope estimation method (bisquare, analogue to Section
6.3). The latter approach copes slightly better with locally increased stray light portions, but
tremendously raises the computation time by around a factor of 10 to generally above 1min
which is considered too high given the acquisition period of solar spectra at 1min. Alternative
models (such as polynomials) provide far poorer results. Therefore a LSQ linear estimation
with n = 100 is adopted.

The linear models seem to generally slightly overestimate the stray light portion. However
using hexagonal fibres the evaluable stray light areas become larger and thus the estimation
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6 Data Preprocessing

(a) Stray light background exhibiting dust particles (dark stains) and local stray light features

(b) Determined stray light bulk (column-wise LSQ-fit, n = 20)

(c) Intensity residuals after linear correction with LSQ estimation; n = 0

(d) Intensity residuals after linear correction with LSQ estimation; n = 100 (ultimately adopted method)

(e) Intensity residuals after linear correction with robust bisquare estimation; n = 20

Figure 6.4: Column-wise correction of the stray light influence using different linear ap-
proaches by means of a halogen spectrum
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6.5 Vertical Binning

Figure 6.5: On every recorded spectrum a column-wise correction of the stray light influence
is applied. The stray light information for column j is retrieved from pixels belonging
to defined stray light areas above and below the diffraction order as well as from the
columns j − n to j + n. To model the stray light socket a linear model is used.

more accurate and reliable. The remaining residuals per column are then generally below 0.4%
with respect to the maximum intensity of the measured spectrum.

6.5 Vertical Binning

One major difference between SOLUSAR and its predecessor GEMOSS is the very narrow
simultaneously obtained wavelength range of only 12nm (GEMOSS: 187 nm). Consequently
only a part of a single diffraction order has to fit vertically onto the CCD chip, yielding the
possibility to use a taller entrance slit (and thus improving the S/N ratio) while using a small
height detector.

140 px 
77 px 

36 px 

120 px 

Figure 6.6: Vertical binning boundaries for measurements with (right side) and without
a homogenizing fibre (left side). The orange lines denote the binning boundaries for
hardware vertical binning, the red lines stand for the binning edges in the software
binning procedure.

As described in Section 5.2.1, the hardware-side totalling of the pixel intensities belonging
to the same column (and thus wavelength interval) is abstained from, and thus has to be
conducted software-wise. Incorporated in the computation are only pixels within the diffraction
order boundaries, determined using the algorithm described in Section 6.3. Furthermore to
reduce the influence of spectra drift, 5 pixels at both diffraction order edges, where the intensity
gradient becomes largest, are not included as well. With the introduction of the homogenizing
fibre the usable diffraction order height shrinks from 77 px to 36px. Given the curvature of
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6 Data Preprocessing

Argon Emission Line λair λvac Aki

I 794.8176 nm 795.0362 nm 1.86 × 107

II 800.6157 nm 800.8359 nm 4.9 × 106

III 801.4786 nm 801.6990 nm 9.28 × 106

Table 6.3: Bright argon emission lines within the SOLUSAR measurement range with their
wavelength in vacuum and air respectively and transition probability Aki according to
NIST Atomic Spectra Database Lines Data, 2012.

the diffraction orders, using hardware binning a rectangle with a height of up to 140 px must
have been recorded with many pixels carrying but noise (see Fig. 6.6).

6.6 Flat-field Correction

Ideally every pixel of the CCD matrix should respond equally to a defined incident light
portion. Consequently a signal with uniform intensity distribution over the whole detector
should result in an equally uniform image output (flat-field). This is essential for applications
where the exact brightness of each pixel is measured (e.g. spectrometry or astrometry).

In reality there are different effects leading to artefacts in the spectral images:

• Individual gain of each pixel of the CCD detector,

• Etaloning (interference structures),

• Characteristics of the optics (e.g. intensity variance within a diffraction order produced
by an echelle grating).

All these effects can altogether be treated as variant pixel sensitivities. For the elimination
the quotient between the solar/lunar spectra and a halogen spectrum is computed pixel-wise
(both stray light corrected and vertically binned), yielding the baseline-referenced transmission
spectrum (see Section 3.9.1).

6.7 Wavelength Referencing

In order to be comparable with simulated data sets, measured spectra have to be wavelength
referenced as well. Due to the stabilization of the spectrum on the CCD array during the
measurement process the relation between pixel and wavelength is kept fairly steady. Smaller
deviations of the spectrum position can be corrected with minimal shifts of the wavelength
scale during the adjustment process. Already well referenced data though considerably speed
up the adjustment process. The wavelength assignment in the primary wavelength range for
every pixel is conducted using the three prominent argon lines in the wavelength range, listed
in Tab. 6.3 and shown in Fig. 6.7.

With the spectra stabilization process repeated every 10min, the wavelength scale is computed
anew using the acquired argon spectra. Thus potential changes in spectra dispersion can
be taken into account. With the extracted three horizontal intensity centres of gravity the
wavelength scale is estimated as a polynomial of degree 2. Given the uneven line distribution
over the whole CCD width the wavelength scale though becomes increasingly inaccurate as
the wavelength gets shorter. The deviation can reach up to 0.15nm in the worst case.
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6.8 Baseline Retrieval

Figure 6.7: SOLUSAR full frame image of argon emission spectrum in range of 789nm to
801nm with the three prominent lines listed in Tab. 6.3

6.8 Baseline Retrieval

Measured spectra where the above described flat-field correction has been applied can still
contain broadband structures due to different reasons:

• Apart from the absorption features, the wavelength-dependent sunlight intensity distri-
bution closely resembles the emission spectrum of a blackbody at nearly 6000K (see
Section 3.8.1), whereas the halogen lamp has a temperature of only around 3000K (ex-
act temperature depends on the applied voltage). Division of the two spectra yields a
general intensity trend which is nearly linear in the short SOLUSAR wavelength range
(slope of around −4% towards the longer wavelengths).

• The slightly different ray paths of sun light and halogen light inside the instrument can
lead to somewhat different intensity distributions.

• Atmospheric effects (e.g. different scattering effects, compare Section 3.2) can imprint
broadband structures onto the measured solar/lunar spectra.

In order to process the measurement data according to the algorithms described in Section
3.9 one has to eliminate effects which are not modelled in the synthesis of the artificial trans-
mission spectrum to make the two datasets comparable. The spectrum synthesis only con-
siders narrow-band absorption processes and the broadening of the thus arisen features along
the atmospheric ray path and by the apparatus. To transform the measurement data into
a narrow-band transmission spectrum, a thorough determination of the baseline intensity is
therefore necessary.

For the processing of GEMOSS data the transmission values have been computed separately
for each processed absorption line. Therefore so-called baseline intervals in the spectral vicinity
of each processed line were required to determine the local baseline I0. For SOLUSAR, with its
small spectral measurement window of 12 nm only, this procedure would imply a considerable
reduction of the number of processable lines, since the density of significant transitions and
additional Fraunhofer lines is high, the number of transitions with close-by intervals exhibiting
negligible absorption is limited. Additionally, the fact that SOLUSAR uses a broader entrance
slit leads to increased measured absorption structure widths and leaves scant useful baseline
intervals within the measuring range.

Fig. 6.8(a) shows a SOLUSAR measured spectrum over the entire primary wavelength range
with possible processable absorption lines and the spectral areas used as baseline intervals in
the GEMOSS process. It seems evident that certain areas are showing quite strong deviations
from a reasonable integral baseline (see Fig. 6.8(b)) and thus do not actually qualify as suitable
reference intensities.
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6 Data Preprocessing

(a) Whole primary SOLUSAR measurement range

(b) Magnified excerpt of the SOLUSAR wavelength range

Figure 6.8: Example of a flat-field corrected SOLUSAR generated solar spectrum. Identi-
fied are water vapour absorption lines used in the GEMOSS project (blue circles) and
corresponding base line intervals (red).
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Consequently for the SOLUSAR spectra preprocessing a different approach is used to compute
I0: As of now a holistic baseline determination for the entire measurement range is applied, a
solution which shows various advantages:

• Consistent baseline for all processable absorption lines (smaller variability of retrieved
PW values depending on processed line.)

• Increased number of processable water vapour lines as no baseline intervals in the im-
mediate spectral vicinity are needed.

• Theoretical possibility to extend the evaluation to conglomerate absorption structures.

To evaluate the suitable baseline intervals used for the computation of the integral baseline,
solar spectra with differing absorption degrees are evaluated. Baseline intervals should be in
theory utterly invariant to absorption changes. Tab. 6.4 lists the intervals which have been
found to fulfil that requirement best:

Baseline Interval Wavelength Range λair

BII 789.80 nm to 789.92 nm
BIII 790.48 nm to 790.56 nm
BIIII 793.96 nm to 794.05 nm
BIIV 798.88 nm to 799.02 nm
BIV 800.90 nm to 800.98 nm

Table 6.4: Spectal intervals used for the determination of the SOLUSAR baseline I0(λ)

Fig. 6.9 graphically shows the generation of a transmission spectrum from a representative
solar spectrum obtained with SOLUSAR I, by computing a polynomial fit of degree 2 to
the baseline intervals listed in Tab 6.4. The advantages, drawbacks and the accuracy of this
chosen approach will be further discussed in Section 7.3.2. Preprocessing steps which have to
be applied in the case of lunar spectra are described in Section 7.6.
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6 Data Preprocessing

Figure 6.9: Generation of a narrow-band solar transmission spectrum. To eliminate pixel-
patterns the binned solar spectrum (after having been corrected for the influence of stray
light) is pixel-wise divided by a flat-field spectrum provided by the halogen lamp. The
remaining broadband structures in the intensity quotient are eliminated by estimating
a baseline intensity from selected baseline intervals, with which finally a processable
normalized transmission spectrum can be computed.
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7
Data Processing and Measurement

Results

7.1 Aspects of Spectra Simulation

The transmission spectra processing follows closely the procedures comprehensively described
by Somieski [2005]. Some dissimilarities and further reflections regarding the selection of the
underlying spectral database, the selection of suitable absorption lines, and the parametrisation
of the adjustment process are outlined in this section.

7.1.1 Comparison of Spectral Databases

When assessing the “narrow-band” absorption cross section at a specific wavelength, the ac-
curacy of the parameters describing the shape of the emerging absorption lines in the spectral
vicinity is essential. Deviations, especially of the line strength parameter, lead to systematic-
ally divergent results. This of course applies in particular if the whole set of transitions taken
into consideration is biased in a similar way.

Somieski [2005] pointed out the great differences in the listed line strengths for major trans-
itions between the HITRAN2000 database and the ESA-WVR database (for a short descrip-
tion of the different datasets see Section 3.10). After comparing solar spectrometry data with
WVR and GPS meteorology measurements, it was concluded that both databases on average
significantly underestimate the absorption strengths of these major lines. Tab. 7.1 and Fig.
7.1 show a comparison of the line characteristics of 22 absorption lines analysed by Somieski
[2005], also belonging to the primary SOLUSAR wavelength range, as found in the different
catalogues. The line strengths found in the GEMOSS project mostly also exceed those listed
in the recent HITRAN2008 database. Note that the data for said strong lines listed in the
UCL08 are identical to the values of HITRAN2008.
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7 Data Processing and Measurement Results

Line Strength
[

cm−1

molecule·cm−2

]
Wavelength [nm] HITRAN2000 HITRAN2008/

UCL08 ESA-WVR GEMOSS

801.3104 5.31 × 10−25 5.85 × 10−25 6.39 × 10−25 5.69 × 10−25

800.9694 2.26 × 10−24 2.28 × 10−24 3.07 × 10−24 3.24 × 10−24

800.7175 3.44 × 10−25 3.78 × 10−25 3.83 × 10−25 4.00 × 10−25

800.2494 2.54 × 10−24 2.80 × 10−24 2.88 × 10−24 3.23 × 10−24

797.0305 9.83 × 10−25 1.06 × 10−24 1.59 × 10−24 1.59 × 10−24

796.6537 1.27 × 10−24 1.31 × 10−24 1.45 × 10−24 1.35 × 10−24

796.3804 8.09 × 10−25 1.07 × 10−24 1.24 × 10−24 1.39 × 10−24

796.2923 2.11 × 10−24 2.28 × 10−24 2.35 × 10−24 2.47 × 10−24

796.2457 9.31 × 10−25 1.00 × 10−24 1.06 × 10−24 9.85 × 10−25

796.0675 2.76 × 10−24 3.00 × 10−24 3.07 × 10−24 3.03 × 10−24

794.9922 8.58 × 10−25 9.52 × 10−25 9.95 × 10−25 1.04 × 10−24

793.1534 6.07 × 10−25 6.49 × 10−25 9.05 × 10−25 8.26 × 10−25

793.0797 2.89 × 10−24 3.19 × 10−24 3.35 × 10−24 3.38 × 10−24

792.2839 3.10 × 10−24 3.39 × 10−24 3.46 × 10−24 3.49 × 10−24

791.2860 1.10 × 10−24 1.15 × 10−24 1.19 × 10−24 1.31 × 10−24

791.0930 3.15 × 10−24 3.35 × 10−24 3.35 × 10−24 4.01 × 10−24

790.3932 2.84 × 10−24 3.05 × 10−24 3.2 × 10−24 3.62 × 10−24

789.8202 2.42 × 10−24 2.75 × 10−24 2.78 × 10−24 2.92 × 10−24

789.7678 1.76 × 10−24 1.93 × 10−24 1.91 × 10−24 1.96 × 10−24

789.5676 2.02 × 10−24 2.25 × 10−24 2.19 × 10−24 2.22 × 10−24

789.4061 1.63 × 10−24 1.77 × 10−24 1.75 × 10−24 1.77 × 10−24

789.1500 8.70 × 10−25 9.47 × 10−25 1.01 × 10−24 1.10 × 10−24

Table 7.1: Absorption line strengths of specific transitions analysed by Somieski [2005],
covered by the main SOLUSAR measurement range. Listed are the values from differ-
ent spectroscopic databases: HITRAN2000, HITRAN2008, ESA-WVR and the adjusted
values by Somieski [2005] (GEMOSS). The line strength parameters for the above listed
lines in HITRAN2008 can identically be found in the UCL08 database.
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7 Data Processing and Measurement Results

For the computation of spectra obtained with the SOLUSAR measurement systems, the GE-
MOSS line strength parameters have not been used for different reasons: Foremost the line
strength parameters are only available for major lines, but not for the vast amount of small
lines contributing significantly to the overall absorption. Further the procedure to re-evaluate
the line strength, as it is applied in the GEMOSS project heavily relies on the correct determin-
ation of the baseline, which is represented by distinct baseline intervals in the spectral vicinity
of the addressed absorption lines. The invariance of some of the chosen baseline intervals to
greater water vapour concentrations though seems questionable (compare Section 6.8).

Fig. 7.2 shows a comparison of the line strength parameter for matched lines in the ESA-WVR
and the HITRAN2008 databases. Because the declaration of the set of quantum numbers as-
signed to the transitions in the ESA-WVR dataset is partially unclear, the matching was
conducted using criteria regarding the similarities with respect to wavelength (maximum devi-
ation: 1pm) and line strength (maximum deviation: factor 3). Fig. 7.2(a) hints at the slightly
stronger line strength values in the ESA-WVR database: The sum of the strengths of all
170 matched lines is 5.0% higher than for the values listed in the newest HITRAN database.
Fig. 7.2(b) indicates that the differences for the major transitions seem quite small. As the
HITRAN project is an ongoing long-term project based and verified by the work of numerous
scientific groups, it is favoured for the processing of SOLUSAR spectra.

(a) Relative line strength (b) Scatterplot of the absolute line strength

Figure 7.2: Comparison of the line strength of 170 matched absorption lines in the SOLUSAR
measurement range for the ESA-WVR and the HITRAN2008 database.

The difference between the most recently updated databases HITRAN2008 and UCL08 lays
in the number of listed lines. Fig. 7.3 shows water vapour lines in both databases with their
respective line strengths. HITRAN2008 lists only 737, UCL08 1799 lines in the SOLUSAR
range.

Use of the extended UCL08 databases significantly prolongs the spectra simulation time and
thus the overall processing time. An analysis of the impact of an extended database on
the overall absorption at interesting spectral positions in the SOLUSAR wavelength range
is conducted by means of a comparison of synthetic absorption spectra computed on the
basis of the different spectral catalogues. The simulations have been conducted assuming
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7.2 Adjustment Process

Figure 7.3: Graph of all water vapour lines with their respective line strengths in the spectral
range between 789nm and 802 nm as listed in the HITRAN2008 database and the more
extensive UCL08 (short version). All lines present in the HITRAN database are also
listed in the UCL08 with identical spectral parameters. The number of HITRAN lines
amounts to 737, whereas UCL08 lists 1799 lines in this spectral range.

following measurement conditions: Elevation angle: 25°, ZPW : 10 kg/m2, apparatus function
FWHMGauss: 4px, spectral resolution: 3pm, station height: 0m, station temperature 0 ◦C,
station pressure: 1 atm. The result is shown in Fig. 7.4.

For the major transitions the difference in absorption strength between HITRAN2008 and
UCL08 is very small, and mostly clearly below 1%. In contrast the HITRAN2008 and ESA-
WVR results differ very significantly, especially in the “wing” areas of the major transitions. It
is concluded that favouring the most recent HITRAN dataset over UCL08 does not significantly
compromise the accuracy of the derived water vapour concentrations, but helps keeping the
computational effort relatively low.

7.2 Adjustment Process

7.2.1 Selection of Absorption Lines

Regarding the selection of suitable spectral lines respectively surrounding spectral intervals for
the analysis of the transmission and deduction of water vapour concentrations, several criteria
have to be taken into account:

• Stronger absorption lines yield a better S/N ratio.

• However absorption lines reaching transmission values of below 0.4 ought to be omitted
from the processing, as non-linear effects (mainly caused by stray light influence) can
considerably worsen the quality of the results.

• Chosen absorption lines ought not have Fraunhofer lines in the immediate spectral vi-
cinity.

• Due to the broad range of different water vapour concentrations and the changing elev-
ation angles, spectra with starkly different transmission values are recorded. In order to
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7 Data Processing and Measurement Results

Figure 7.4: Comparison of synthetic spectra, computed on the basis of different spectral data-
bases: ESA-WVR, HITRAN2008 and UCL08. Whereas the relative absorption strength
for the latter two is mostly very close to 1 at least for major transitions (marked red),
the differences between ESA-WVR and HITRAN2008 can easily exceed 10% also for
major absorption lines. (Please note the different scales of the ordinates between the
UCL08/HITRAN2008 and the HITRAN2008/ESA-WVR comparisons.)
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7.2 Adjustment Process

retrieve reliable data for the manifold different situations a set of absorption lines with
correspondingly different absorption cross sections has to be selected.

• The evaluable range around the point of strongest absorption should be kept relatively
small as the analysis of the line’s “wings” is generally more prone to errors, as the
influence of close-by lines increases.

To test the consistency of the results deduced from different absorption features in the spectral
range of SOLUSAR, a variety of spectra obtained under different circumstances regarding
water vapour concentrations, season of year and daytime are analysed. Tab. 7.2 gives an
overview on the characteristics of six datasets, which all consist of totally 5 spectra each.
The spectral features included in this computation are depicted in Fig. 7.5, showing the
comparison of a measured transmission spectrum and a fitted simulation spectrum. Most of
the chosen major lines were also considered in the GEMOSS project, some further spectral
intervals have been added though, some others were totally omitted due to obvious Fraunhofer
line influence.

Dataset Date UTC Slot Interval
[min]

Mean ZPW
[kg/m2]

Mean
Elevation [°]

I 15 August 2012 12.00 - 13.00 20 20.8 49
II 15 August 2012 17.00 - 18.00 10 19.2 10
III 25 May 2012 15.00 - 16.00 5 15.4 33
IV 1 February 2012 13.00 - 14.00 2 3.1 13
V 6 March 2013 14.00 - 15.00 5 7.9 18
VI 15 April 2013 12.00 - 13.00 5 24.9 44

Table 7.2: Used datasets from SOLUSAR I to assess the usefulness of spectral intervals for
the retrieval of atmospheric water vapour concentrations.

In this experiment not the absolute deviation of the PW results produced by a single line
with respect to the mean water vapour concentration derived from the whole spectrum is
assessed, but rather the scatter range of the ratio of single line concentrations (ZPWline)
and mean spectrum concentration (ZPWspectrum) for a representative set of different exposure
situations. If the scattering of said ratio is becoming large for a specific spectral feature,
this indicates that the evaluation of said line is yielding unreliable results, possibly caused
by underlying Fraunhofer features. Also close-by water vapour absorption lines can inhibit
accurate concentration retrieval if inaccuracies with respect to line broadening are present
(both atmospheric line broadening and apparatus influence).

Overall biases of retrieved concentrations of single lines with respect to the mean concentra-
tions deduced from all features in the spectrum are mainly caused by inaccuracies of the line
strengths listed in the database (and possibly systematic local baseline anomalies). Somieski
[2005] adjusted said line strengths through extensive experiments where the “true” water va-
por concentrations have been posited as being known – provided by comparison measurements
using co-located radiosondes and WVR instruments. In this project such comparisons were
not made, which is why a final judgement of line strength validity is not possible. For an
estimation of the PW uncertainty caused by line strength uncertainties please see Section
7.3.2.

The results of the experiment described above are shown in Figs 7.6 and 7.7. The mean values
of the ratio ZPWline/ZPWspectrum is ranging from 0.86 (line 1) to 1.15 (line 16). Looking
at the standard deviations of said ratio, values are ranging between 0.012 (line 17) and 0.123
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7 Data Processing and Measurement Results

3mm

Figure 7.5: SOLUSAR measurement range between 789.5nm and 801.5nm. Depicted is an
absorption spectrum obtained by SOLUSAR I in late August in the early afternoon hours
with an intermediate ZPW. The dashed line shows a simulated transmission spectrum
fitted to the measurement spectrum. Identified are the so-called processing intervals
whose usefulness is analysed: Denoted with red bars are intervals which have been utilized
in the GEMOSS project as well. Orange bars denote newly considered absorption lines.
Red-framed blank bars stand for GEMOSS processing intervals not utilized any more.
Hatched areas indicate spectral regions with strong Fraunhofer line influence.

154



7.2 Adjustment Process

(a) Ratio of ZPWline to ZPWspectrum for all 30 lines in 30 spectra. The belonging to the specific datasets is
color-coded.

(b) Mean values and standard deviations of the ratio ZPWline/ZPWspectrum

Figure 7.6: Analysis of the ratio between the ZPW values extracted by analysis of a single
absorption feature (ZPWline) and the values gained from the processing of the whole
spectrum (ZPWspectrum). Analysed are the 30 absorption features depicted in Fig. 7.5
for measurements belonging to the six datasets listed in Tab. 7.2, each consisting of 5
spectra.
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7 Data Processing and Measurement Results

Figure 7.7: Standard deviation of the ratio ZPWline/ZPWspectrum with respect to the line
strength.

(line 16). The mean standard deviation is 0.024. Based on these calculations following lines
are not considered: Lines 1 and 11 as their reliability with respect to their relatively big line
strength is small (see Fig. 7.7). Line 1 might be influenced by some sort of edge effect. Line 16
is a weaker line but it seems strongly influenced by Fraunhofer structures as is also visible in
Fig. 7.5 (around 795.6 nm). Albeit strong scattering, lines 15 and 26 are retained as these are
weaker transitions necessary for processing of measurements with small transmission values.

Tab. 7.3 gives the full set of absorption lines which are used in for computation of SOLUSAR
spectra as presented in this work together with the respective analysis intervals.

Comparing the resulting PW values of distinct lines within the same dataset could give an
indication on the precision of the retrieved water vapour concentrations (not the overall ac-
curacy). Modelling errors such as the deviation of the atmospheric model from the true
atmospheric state, inaccuracy of the baseline model and apparatus function (and of course
line strength) all should influence the spectra belonging to the same set in quite a similar way
because of the temporal proximity.

To make the PW values of different spectra comparable, changes in total water vapour con-
centrations over the dataset time window have to be taken into account, as well as slightly
different absorption path lengths. Thus the measured PWm

i of the spectrum i (i = 1 to
5) and the transition m values were converted in “normalized” PWm′

i values using following
formula:

PWm′
i = ZPWm

i ·
ZPWS

3

ZPWS
i

· PW
m
3

ZPWm
3

(7.1)

with ZPWm
i the detected zenithal concentrations derived from spectrum i and line m and

ZPWS
i the mean zenith integrated amount derived from all transitions. As reference point in

time the spectrum i = 3 in the middle of the dataset is taken.

The result of the comparison of the PW of the different spectra belonging to one dataset
is shown in Fig. 7.8 and in Tab. 7.4. Comparing the results with the estimation of the
compound noise carried out in the later Section 7.3.1 which reveals a rather small dependency
of the uncertainty on the PW concentration, indicates that the precision must be influenced
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Number Wavelength [nm] Analysis Interval [nm]
Line Strength
HITRAN2008[

cm−1

molecule·cm−2

]
2 789.7678 789.76–789.78 1.93 × 10−24

3 789.8202 789.81–789.83 2.75 × 10−24

4 790.2968 790.28–790.31 9.82 × 10−25

5 790.3932 790.38–790.41 3.05 × 10−24

6 790.5324 790.51–790.55 6.63 × 10−25

7 791.0930 791.08–791.11 3.35 × 10−24

8 791.2860 791.27–791.30 1.15 × 10−24

9 791.7808 791.77–791.79 1.6 × 10−24

10 792.2839 792.27–792.29 3.39 × 10−24

12 793.0797 793.07–793.09 3.19 × 10−24

13 793.1534 793.14–793.16 6.49 × 10−25

14 794.9922 794.98–795.01 9.52 × 10−25

15a 795.3361 795.30–795.34 6.41 × 10−25

17 796.0675 796.05–796.09 3.00 × 10−24

18 796.2923 796.28–796.31 2.28 × 10−24

19 796.3804 796.37–796.39 1.07 × 10−24

20 796.5316 796.51–796.54 2.26 × 10−24

21 796.6537 796.64–796.67 1.31 × 10−24

22 797.0305 797.02–797.04 1.06 × 10−24

23 797.3711 797.36–797.39 1.68 × 10−24

24 797.6330 797.62–797.65 4.95 × 10−25

25 797.7184 797.70–797.73 5.02 × 10−25

26 797.8793 797.86–797.89 3.13 × 10−25

27 798.6533 798.64–798.67 1.88 × 10−24

28 799.3092 799.29–799.31 3.07 × 10−25

29 800.2494 800.24–800.26 2.80 × 10−24

30 800.9694 800.95–800.99 2.28 × 10−24

a Processing interval actually consists of a doublet of two similarly strong transitions:
The line listed above plus another line at 795.3081 nm with line strength 5.41 × 10−25

cm−1

molecule·cm−2

Table 7.3: The chosen absorption lines for the evaluation of the solar and lunar spectra
obtained by SOLUSAR.

157



7 Data Processing and Measurement Results

not only by noise but also by additional portions, some of which are also showing a dependency
on the absorption strength (e.g. noise influence on baseline retrieval).

Dataset Mean σPW,line [%] Min σPW,line [%] Max σPW,line [%]

I 1.90 0.69 5.74
II 1.41 0.44 3.88
III 1.90 0.28 4.77
IV 1.75 0.27 6.45
V 0.93 0.20 2.44
VI 0.89 0.21 2.09

Table 7.4: Relative standard deviations of the normalized PW values from single lines in
spectra belonging to the same datasets. Listed are mean, minimum and maximum relative
standard deviation of all lines (only lines from Tab. 7.3 included) for datasets I to VI
(see Tab. 7.2).

7.2.2 Adjustment Process Parameters

In contrast to the GEMOSS project where a set of lines with “harmonized” absorption cross
section has been generated and used, the HITRAN2008 line set shows large differences in
the line strength as described in the section above. To make the matching for the single
absorption features better and to speed up the whole adjustment process, all lines have been
evaluated separately, apart from lunar measurements as outlined in Section 7.6. Tab. 7.5 gives
an overview on the most important parameters used in the adjustment process of solar/lunar
spectra.

Parameter Value

Spectral database HITRAN2008
Simulation spectrum resolution 3 pm
Expansion of simulated spectrum around analyzed feature ± 0.4 nm
Adjustment Break Condition 1 ∆PW ≤ 0.05 kg/m2

Adjustment Break Condition 2 ∆λ ≤ 0.2 pm
Maximum Adjustment Cycles per Line 50
Consideration of ray bending Elevation angle < 40°

Table 7.5: Adjustment Process Parameters

7.3 Assessment of Accuracy

For an ultimate assessment of the accuracy of the built measurement systems the availability
of additional information on the true atmospheric water vapour concentrations along the line
of sight would be necessary. Apart from the comparison measurements with GPS meteorology
presented in Section 7.5, giving an indication on the occurring water vapour concentrations,
no alternative measurements, able to serve as real reference are available in this project. Non-
etheless it is to some degree possible to estimate the extent of certain uncertainty error sources
and how they influence the final PW results. There are many different effects contributing
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7.3 Assessment of Accuracy

Figure 7.8: Comparison of the normalized PW (see Eq. 7.1) of single lines from spectra
belonging to the same dataset.
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to the overall reduction of precision of DOAS measurements. They can be roughly divided
into stochastic errors imprinting noise onto the signal and multiple uncertainty sources which
potentially can build up systematic biases.

7.3.1 Stochastic Uncertainty Sources

The signal-to-noise ratio is a crucial measure to qualify the sensitivity of a measurement
system. In our case the signal produced by the CCD sensor is a function of the photon flux
incident on the detector, the latter’s quantum efficiency and the exposure time. On the other
hand a multitude of different noise sources contribute to the denominator of the S/N-ratio:

Shot Noise

Inherent to radiation flux is a statistical fluctuation of the arrival interval of photons, which
can be described by a Poisson distribution. Accordingly the generation and detection of
photoelectrons inside the detector follows the same pattern. This so-called shot noise (or
photon noise) of a photodiode detector represents a physical noise barrier which cannot be
overcome. The standard deviation σshot of the signal caused by shot noise expressed in detector
counts is:

σshot [counts] =

√
e−

Ω (7.2)

with e− the number of accumulated electrons and Ω the detector specific conversion factor
(electrons per counts). Ω in this case amounts to 0.9 e−/counts (see Section 4.6.3). For
solar spectra, pixel saturation degrees between 60% to 80% are tried to be achieved, yielding
45 000 counts per pixel on average. The vertical binning over 36 px (using the hexagonal fibre),
which all show similar intensities, and the accumulation of normally 12 exposures for one saved
spectrum leads to a mean shot noise for solar spectra σshot,solar of practically negligible 0.02%.
In case of measurements of lunar spectra with only a few hundred recorded counts per pixel
though the shot noise influence is of course considerably higher. Assuming intensities of around
200 counts/px and the accumulation of 30 spectra in 10min this yields a shot noise σshot,lun
of around 0.3%. Also the halogen flat-field spectra are affected: σshot,hlg amounts to around
0.05%.

Dark Noise

Equivalently to shot noise there is a variability in the number of electrons which are thermally
generated in the sensor. The level of this dark noise is mainly a function of the chip tem-
perature and the exposure time. Though not down-cooled as much as e.g. in astronomical
applications, the temperature stabilization around 0 ◦C allows a noise level which in case of
the short exposure times of solar measurements and for the recording of halogen spectra is
considered negligible. With the applied cooling, the number of thermally generated photoelec-
trons amounts to around 120 s−1. Thus in case of lunar spectra with exposure times at 20 s the
mean standard deviation of a single pixel dark signal is exceeding 50 counts (the actual signal
being around 200 counts). Given the averaging through binning and exposure accumulation
this yields a σdark,lun of 0.8% to 0.9% – considerably higher than the shot noise of the actual
signal.
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Read Noise / Interferences

Readout noise does not vary depending on the illumination situation and according to the
detector specifications amounts to 20 electrons. A more substantial portion of disturbance
in our case, however, is emerging from the electromagnetic interferences due to unwanted
interactions with the actuator system, as described in Section 4.10.6. Even though partially
suppressed by hardware measures a significant portion is remaining. One must concede that
said disturbances do not actually qualify as purely random noise, but for reasons of simplicity
are treated here that way. As the stripe patterns are slowly rotating, the influence on the
vertically binned spectrum is subject to significant change over time. In the best case the
uncertainty influence on the binned column can fall to 100 counts for one exposure. In the worst
case it can reach values of over 1200 counts though. As a representative mean value 800 counts
are assumed. Unfortunately these structures are neither efficiently tackled by summation of
various subsequent spectra (pattern rotations is too slow), nor are the broader structures
eliminated in the baseline retrieval process – at least not using the chosen polynomial baseline
approach.

Given the independence of the two effects, the integral readout σread uncertainty coming from
actual read noise (σCCD,read) and the uncertainty due to the electromagnetic interference σEI
can be written as:

σread =
√
σ2
CCD,read + σ2

EI (7.3)

Solar spectra (taken under following premisses: pixel intensity: 45 000 counts; vertical binning
over 36 px and accumulation of 12 exposure per spectrum), have an integral read uncertainty
of the transmission σread,sun of 0.05%. For lunar spectra (pixel intensity: 200 counts; 30
exposure accumulations) σread,lun is found experimentally to lie between 0.7% to 3.5% – as a
mean value 2% are assumed. Halogen spectra are affected as well: σread,hlg ≈ 0.2%.

Stray Light

To assess the performance of the applied stray light correction model which is described in
Section 6.4 strong oxygen absorption bands (such as depicted in Fig. 6.3) can be analysed.
After applying the procedure the integral intensity over the entrance slit height should become
zero for columns in the centre of the saturated absorption lines. As described in Section 6.4
the remaining column intensity residuals have been experienced not to exceed 0.4%. The
mean deviation σstray is estimated at 0.18% with respect to the maximum column intensity.
For lunar spectra a stray light correction has not been adopted at all, as stray light levels are
generally very low and the general S/N-ratio so small that a reliable estimation of the stray
light portion seems virtually impossible.

Etaloning

The imprinted etaloning structures qualify as what is sometimes called “spatial noise”, which
in contrary to, e.g., normal read or shot noise cannot be averaged out through accumulation of
multiple exposures. The fringes undulating between constructive and destructive interference
can be seen as a modulation overlaid on the actual signal. Hence also the remaining structures
after the division of the solar/lunar spectra and a flat-field spectrum, can be regarded as the
result of a multiplication of the actual signal with a wavelength-dependent etaloning factor.
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The distribution of the etaloning structures does follow quite closely a Gauss curve. In case
of full moon the manifestation of etaloning structures are considered similar to solar measure-
ments. For increasing lunar phase angles the remaining structures become more dominant.
Based on the results of experiments described in Section 4.9.3 for the added uncertainty for
solar transmission spectra σeta,sun a conservative value of 0.2% is assumed; for lunar spectra
with phase angles between 0° and 50° σeta,lun should range between 0.2% and 0.6%.

Compound Stochastic Influence

According to the law of error propagation the compound influence σspectrum of the different
uncertainty sources on a spectrum of a specific illumination source (sun, moon, halogen) can
be written as follows:

σspectrum =
√
σ2
shot + σ2

read + σ2
dark + σ2

stray (7.4)

Assumed are Gaussian distributions for all uncertainty portions. With the values listed above
for the different noise portions this yields σsun = 0.19%, σlun = 2.2% and σhlg = 0.27%. Not
included in these values is the effect of etaloning which makes itself felt in the computation
of the transmission spectra which can be described as the pixel-wise ratio of the solar/lunar
spectrum and the halogen spectrum. In this description the influence of etaloning can be seen,
as already mentioned, as a signal modulation:

t(λi) = e(λi) ·
SL(λi)
H(λi)

(7.5)

with t(λi) the transmission value at the pixel i (with center wavelength λi) and with e(λi) the
wavelength-dependent etaloning modulation of the spectrum. e(λi) is a number close to 1 and
has an uncertainty σeta. SL(λi) and H(λi) are the number of counts of the solar/lunar and
the halogen spectra with their respective uncertainties σsun/lun and σhlg according to Eq. 7.4.
The uncertainty of the transmission spectra can be calculated with following expression:

σt(λi) =

√√√√(SL(λi)
H(λi)

)2
· σ2

eta +
(
e(λi)
H(λi)

)2
· σ2

spectrum +
(
e(λi) · SL(λi)

H(λi)2

)2
· σ2

hlg (7.6)

This yields following values for the total uncertainty of transmission spectra: σt,sun = 0.4%
in case of solar measurements and σt,lun = 2.2% for lunar transmission spectra, signifying
that the latter is dominated by the noise of the lunar spectrum itself. For solar spectra the
transmission uncertainty could be reduced by around 0.05% if there was no etaloning influence
present.

To derive the influence of transmission uncertainties on the ultimately computed PW values,
following expression is used:

σPW = σap ·
√
N−1 (7.7)

with N the – in our case – single element of the matrix of normal equations N as expressed
in Eq. 3.37. According to Carosio [2001] generally an “a posteriori” standard deviation σap
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can be computed from the sum of weighted squared improvements (v2
i ) in the measurement

process:

σap =

√∑n
i=0 pi · v2

i

n
(7.8)

For all n observations (number of pixels) in the processing interval the weight pi is:

pi = 1
σ2
t (λi)

. (7.9)

In our case said σap is a measure for the matching quality between simulated and measured
spectra. This matching quality is influenced by stochastic noise but likewise by various sys-
tematic effects, such as the accuracy of the apparatus function description. To solely quantify
the noise influence on PW values, measured solar spectra were regularly processed. After
the last iteration of the matching procedure the remaining improvements vi from every pixel
belonging to the processing intervals were replaced by the above estimated σt,sun and σt,lun,
respectively, to ultimately determine the noise-induced σPW,noise:

σPW,noise =

√∑n
i=0 pi · σ2

t

n
·
√
N−1 (7.10)

Spectra were taken from datasets II, III and IV (see Tab. 7.2) thus covering the whole range
from very weak to very strong absorption.

solar spectra lunar spectra
Dataset σmPW,min σmPW,max σmPW σPW,min σPW,max σmPW

II
PW =113.6 kg/m2

0.11
(0.09%)

1.40
(1.24%)

0.40
(0.36%)

0.58
(0.51%)

7.73
(6.82%)

2.22
(1.95%)

III
PW =27.6 kg/m2

0.11
(0.39%)

1.42
(5.12%)

0.41
(1.47%)

0.59
(2.20%)

7.79
(29.5%)

2.24
(8.19%)

IV
PW =13.2 kg/m2

0.11
(0.82%)

0.91
(6.66%)

0.37
(2.76%)

0.61
(4.48%)

5.02
(36.6%)

2.08
(15.2%)

Table 7.6: Assessment of the influence of stochastic noise in solar and lunar transmission
spectra on the retrieved PW values. The experiment was carried out using regularly
measured solar spectra from datasets II, III and IV. The normal processing procedures
were applied. After the last fitting iteration the actual improvements were replaced by
the estimated σt,sun and σt,lun, respectively, to ultimately quantify the noise influence
on PW values using Eq. 7.10. The mean, minimal and maximal σm

P W for the m lines in
the spectrum are given in [kg/m2] and as percentage with respect to PW.

The results as showed in Tab. 7.6 indicate that the absolute accuracy of the PW results show
very little dependence on the magnitude of the actual PW values, due to the fact that the par-
tial derivatives ∂t(λi)∂PW are changing very slowly with PW. For solar measurements the compound
noise influence produces PW uncertainties below 0.5 kg/m2. In case of lunar measurements
the PW uncertainty is estimated slightly above 2 kg/m2.
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7.3.2 Modelling Errors and Systematic Influences

When dealing with measurements obtained under conditions with bright sunlight, the impact
of the above discussed errors caused by the imperfection of the hardware, are comparably
low with respect to the subsequently discussed modelling errors. However the two categories
cannot be seen as being completely independent, as e.g. the imprinted noise in the spectrum
heavily affects the accuracy of the deduced baseline intensity by means of the corresponding
base retrieval model.

The focus of this section lays on the accuracy of the baseline determination and the appar-
atus function modelling, and their respective influence on the integrity of the derived water
vapour concentrations, both areas where the SOLUSAR measurement system shows distinct
differences compared to the earlier apparatuses. The influence of the trueness of the paramet-
ers describing the individual transitions, as well as an appraisal of the atmospheric model’s
influence on the final concentration values are shortly discussed in the following. Further the
influence of the instruments optical adjustment on the observed radiation path length is shortly
outlined.

Baseline Accuracy

A good appraisal of the baseline intensity is crucial in differential absorption spectrometry.
As outlined in Section 6.8 SOLUSAR makes use of a new approach by estimating a unified
baseline trajectory for the whole flat-field corrected spectrum. When assessing the validity of
the chosen determination algorithm for said wavelength-dependent reference intensity, carried
out for each spectrum anew, different questions arise:

1. Is the chosen functional approach able to properly model the remaining broadband struc-
tures in computed spectra quotients of a solar/lunar spectrum and a halogen spectrum
as they are recorded by this specific apparatus?

2. How well do the chosen “baseline intervals”, from which the baseline is derived, fulfil the
need for having absorption values very close to zero?

3. How does regular noise (as estimated in Section 7.3.1) affect the accuracy of the baseline?

4. How does a unified baseline approach affect the accuracy of PW values resulting from
the evaluation of specific single lines?

The first question is probably the most difficult to answer as various broadband effects can be
included in a spectra quotient as listed in Section 6.8. The choice of a polynomial of degree
2 seems a very conservative approach. A certain indication can be obtained by looking at the
fitting quality measures, where polynomials of degree 2 most times yield matchings which are
not essentially inferior to polynomials of higher orders. The latter, however, often drift-off at
the borders of the spectral window. Comparing the baseline accuracy of the two measurement
instruments it though seems that for SOLUSAR II measurements polynomials of degree 3
often would have been a slightly better choice. A sample is provided in Fig. 7.9.

As attempts to analytically answer the questions 2 to 4 seem out of range, an experimental
approach using solely synthetic absorption spectra is carried out on the base of a Monte-
Carlo simulation. For a specific measurement situation with defined ground meteorological
values, apparatus function and elevation angle (70°), three simulated spectra (with the resol-
ution of a typical SOLUSAR measurement spectrum of around 7 pm/px) are computed cor-
responding to different water vapour concentrations (PW1 ≈ 55 kg/m2, PW2 ≈ 20 kg/m2 and
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Figure 7.9: Baseline fitting of flat-field corrected solar spectrum as recorded by SOLUSAR
II using approaches with a polynomial of degree 2 and 3, respectively.

PW3 ≈ 7 kg/m2). From said simulated spectra five different datasets consisting of 20 spectra
each (see Tab. 7.7) are derived. For every spectrum on all baseline intervals (see Tab. 6.4) a
random Gaussian noise either of the strength as observed in solar spectra (σt,sun =0.4%) or
lunar spectra (σt,sun =2.2%) is overlaid. From the artificially noisy baseline intervals a baseline
polynomial is computed. As in the normal procedure the quotient of spectrum and baseline is
calculated. The resulting transmission spectra then undergo the common processing, to com-
pute the concentrations PWm

new baseline for all m absorption features, which are then compared
to the originally underlying values PW1,2,3. A summary of the 5 datasets is given in Tab.
7.7.

Dataset Underlying PW Transmission Noise
Level

Polynomial
Order

B1 7 kg/m2 σt,sun = 0.4% 2
B2 21 kg/m2 σt,sun = 0.4% 2
B3 21 kg/m2 σt,lun = 2.2% 2
B4 21 kg/m2 σt,sun = 0.4% 3
B5 55 kg/m2 σt,sun = 0.4% 2

Table 7.7: Datasets for the estimation of the influence of the absorption strength, stochastic
noise and polynomial approach on the baseline accuracy using a Monte-Carlo simulation.

Fig. 7.10 shows the results of the Monte-Carlo simulation. Sub-figures 7.10(b), 7.10(c) and
7.10(g), show that with an increasing absorption degree, the systematic deviations of the
results due to baseline-induced errors are becoming larger and for single line evaluation lead
to an underestimation of up to 6%. Weaker lines unsurprisingly are much more effected by
baseline inaccuracies (see Fig. 7.10(d)). The differences in the biases between dataset B2
and B5 are very small though, indicating that at a certain point the baseline interval sagging
is compensated by the stronger absorption level. Lunar noise (dataset B3, Fig. 7.10(e))
considerably increases the standard deviation, but also the systematic errors surprisingly seem
higher than in case of the transmission noise in solar spectra. The biases emerging from the
estimation with a polynomial of degree 3 compared to degree 2 are higher for lines far off the
baseline intervals and mostly lower for absorption structures in the vicinity of the baseline
intervals.
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(a) Underlying simulated spectra corresponding to different PW values: Yellow - PW1 = 7 kg/m2; Orange - PW2 =
21 kg/m2; Red - PW3 = 55 kg/m2. White arrows are indicating the baseline intervals.

(b) Line-by-line PW comparison for dataset B1 (c) Line-by-line PW comparison for dataset B2

(d) Line strength dependence of the baseline-
induced PW uncertainty (dataset B2)

(e) Line-by-line PW comparison for dataset B3

(f) Line-by-line PW comparison for dataset B4 (g) Line-by-line PW comparison for dataset B5

Figure 7.10: Influence of the baseline inaccuracies on the PW retrieval. Simulated spectra
corresponding to a certain water vapour concentration undergo the baseline correction
process described in Section 6.8. Ahead of the procedure the baseline intervals which are
slightly sagging (see Fig. 7.10(a)) are additionally overlaid with transmission noise. For
different simulated spectra, noise levels and polynomial baseline assumptions, a Monte-
Carlo simulation is carried out to evaluate the influence on the different absorption lines.
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Absorption Line Strength Accuracy

Section 7.1.1 showed that the spectroscopic parameters describing the transitions as listed
in the different databases yield considerably different PW results. Of all the parameters the
accuracy of the listed absorption cross sections, however, is considered to have the greatest
influence. It even remains the main uncertainty factor in most DOAS applications [Platt
and Stutz, 2008], even though the experimental base of the available datasets is gradually
improving.

Regarding the uncertainty of the spectroscopic parameters in the widely recognized HITRAN
database we rely on the very rough uncertainty description given by Rothman et al. [2009,
2005]. For all the major transitions used in the computation of PW in this work an uncertainty
range of 5% to 10% is given with respect to line strength.

Figs. 7.11(a) to 7.11(e) show the response of the PW values to a percentage change in the
line strength for all the transitions used. For most lines the expected linear behaviour can be
observed where an increase of the line strength by a certain percentage number results in a
concentration decrease by around the same percentage. The response of certain lines is not as
direct, however, which has to do with additional underlying lines contributing to the overall
absorptions. Given the above mentioned uncertainty ranges and averaging the results of up to
27 lines the PW uncertainty caused by the uncertainty of the given line strengths is expected
to be somewhere between 1% to 2% of the measured PW values.

(a) Response of absorption
lines 2 to 7

(b) Response of absorption
lines 8 to 10 and 12 to 14

(c) Response of absorption
lines 15 and 17 to 20

(d) Response of absorption
lines 21 to 25

(e) Response of absorption
lines 26 to 30

Figure 7.11: Response of the retrieved water vapour values for the used absorption features
when altering the line strength parameters.
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A better consistency of the line strength parameters would be helpful for various reasons.
Foremost a better absolute accuracy could be reached. On the other hand it would also be
beneficial for the adjustment process, where as of now every single line has to be matched
individually, due to absorption cross sections which seem not to be in line. Such separate
processing is, unfortunately, very time consuming and yields processing times with a state-of-
the-art PC between 4min and 8min.

Apparatus Function Modelling Errors

The assessment of the apparatus function uncertainty influence has to be carried out exper-
imentally. The evaluation of this influencing factor is important as one can observe that
measured absorption features are by tendency narrower than structures in the artificially com-
puted spectra which rely on the correct description of the slit function (see Section 3.6). The
reason for this overestimation has not become fully clear yet. The hypothesis that the ar-
gon emission lines as emitted by the applied Pen-Ray spectral lamp could be in fact broader
than specified (FWHM below 1 pm according to LOT Oriel Group [2013]) and therefore do
not provide a good model for the apparatus function, has been examined. The emission line
shape has been measured using an ultra-high resolution spectrometer ELIAS by Lasertechnik
Berlin (LTB) which is normally used for the spectral characterisation of narrow-band lasers
[Lasertechnik Berlin LTB, 2009]. Fig. 7.12(a) shows the profile of the middle line belonging
to the argon emission line triplet (see Tab. 6.3) as measured by SOLUSAR with a FWHM
at 22.6pm. The same line measured with ELIAS still shows a considerable profile width of
4.7 pm (Fig. 7.12(b)). The apparatus influence in the ELIAS measurement is characterized
through the spectrum of a tunable diode laser (New Focus Velocity 6312-LN ) in the spectral
vicinity (around 774.3nm) with the FWHM at 0.46pm which can be treated as negligible (see
Fig. 7.12(c)).

Assuming Gaussian intensity distributions of both, the line profiles measured by SOLUSAR
(with standard deviation FWHMargon,S) and ELIAS (standard deviation FWHMargon,E),
the standard deviation of the “actual” SOLUSAR apparatus function FWHMSOLUSAR can
be calculated:

FWHMSOLUSAR =
√
FWHM2

argon,S − FWHM2
argon,E . (7.11)

Based on the corrected emission line widths the polynomial describing the apparatus function
can be redetermined which in the presented case yields wavelength-dependent apparatus func-
tion widths which are 0.1 pxSOLUSAR to 0.4pxSOLUSAR lower than before the correction (see
Fig. 7.12(d)).

The actual influence of the apparatus function width uncertainty on the derived PW values
can be tested by deliberately altering the apparatus function width, an experiment which has
been carried out with spectra belonging to datasets 2,3 and 4 as listed in Tab. 7.4. As visible in
Fig. 7.13(a) change rates for different datasets lie between 9% to 11.3% PW per change of one
pixel in apparatus function width (∆FWHM). Interestingly the experiment shows that the
computed mean standard deviation σPW (evaluated according to Eq. 7.7) which is a measure
for the matching accuracy between measured and simulated spectra, at least for datasets 2
and 3 reaches minimal values for ∆FWHM around −0.6px as shown in Fig. 7.13(b). This
supports the phenomenological observations mentioned above. For ∆FWHM = −0.6px the
computed PW values are up to 7.5% lower!
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(a) Intensity profile of the
argon emission line at
λvac = 800.8359nm as
recorded by SOLUSAR.
FWHM= 3.86pxSOLUSAR
= 22.6 pm.

(b) Intensity profile of the
argon emission line at
λvac = 800.8359nm as re-
corded by ELIAS. FWHM
= 121pxELIAS = 4.7pm.

(c) Intensity profile of a di-
ode laser around 774.3nm
as recorded by ELIAS.
FWHM = 14.9 pxELIAS =
0.46pm.

(d) Correction of the retrieved detector position dependent apparatus function by taking into account the line width
of argon emission lines as exhibited by a Pen-Ray spectral lamp. Using ELIAS measurement FWHMline 2 was
determined at 0.77 pxSOLUSAR and FWHMline 1 at 0.49pxSOLUSAR. The spectral region of the third line
was not accessible with ELIAS. FWHMline 3 is estimated at 0.4pxSOLUSAR. Using the corrected data a new
polynomial for the apparatus function is determined.

Figure 7.12: Determination of the argon emission line profile widths as exhibited by a Pen-
ray spectral lamp which can be applied to correct the SOLUSAR apparatus function
overestimation.
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Looking at the matching accuracy for the single absorption features (extracted from dataset
3) the picture becomes fairly heterogeneous (see Figs 7.13(c) to 7.13(g)). Most lines have the
best matching quality at apparatus function widths which are lower than originally estimated,
but in some cases also a broader slit function yields better results. As visible in Fig. 7.13(h) a
clear correlation of this behaviour to the line strength cannot be found, though the scattering
of the minimal σPW becomes greater for weak lines.

The reason for these fitting inaccuracies remains unknown to a large degree. Different factors
come into mind as possible causes, e.g., the modelling of the radiative transfer through the
atmosphere whose influence on the line broadening relies on a correct assignment of the water
vapour concentrations to the different atmospheric layers (see Section 7.3.2) or general uncer-
tainties in line broadening parameters as listed by the HITRAN database. Also the fact that
the matching accuracies are generally slightly lower (meaning higher σPW ) than evaluated in
the assessment of the influence of stochastic noise, points into the direction of some general
modelling errors. It therefore also remains a matter of debate whether an expansion of the
adjustment process with a precise local estimation of the apparatus function width would im-
prove the absolute accuracy of the retrieved water vapour values or if it would just pretend
lower uncertainty.

Atmospheric Modelling Errors

The state of the atmosphere influences the measurement quality on many different levels. The
optical transmittance of the atmosphere (together with the elevation angle at the time of
exposure) affects the S/N-ratio of the recorded spectra. Furthermore, if atmospheric mistiness
is strong, the formula set described in Section 3.9.4 cannot yield accurate results for the
ray tracing, as the greater effective path length of the portion of radiation which underwent
scattering has not been taken into account.

But also under conditions which qualify as “clear sky”, deviations from the applied atmo-
spheric model can occur, thus distorting the calculation of the radiative transfer: Not only the
computed path length and hence the absorption strength (mainly important for measurement
with low elevation angles) are affected. Also the shape of the atmospheric features is afflicted,
as the vertical distribution of water vapour and the height-dependency of the local pressure
and especially temperature affect the line broadening as described in Section 3.5.

By comparing PW values computed with the model based on the standard atmosphere and
integral water vapour concentrations computed with data on atmospheric conditions stemming
from measurements of co-located balloon radiosondes, Somieski [2005] however showed that the
influence of deviations in the atmospheric conditions relative to the standard atmosphere yield
errors which are fairly small. For single lines the mean difference for ZPW is about 0.3 kg/m2.
Through averaging over 31 lines the mean difference could be lowered to 0.1 kg/m2. The
investigation had been carried out over a timespan of two month (May/June) with spectra
recorded around noon. For further clarification of this matter, additional comparisons of the
currently applied model and atmospheric data obtained in situ by radiosondes or through
another auxiliary method are certainly desirable to assess the influence of atmospheric models
also for other seasons and daytimes. Also comparisons with more regional atmospheric models
would be insightful.
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(a) Evaluation of the relative influence of a
change in apparatus function width on fi-
nal PW values on the basis of three different
datasets.

(b) Evaluation of the mean matching accuracy
(represented by the mean σPW ) depending
on the change in apparatus function width
for dataset 2 to 4.

(c) Matching accuracy for
lines 2 to 7 (only dataset
3)

(d) Matching accuracy for
lines 8 to 10 and 12 to 14
(only dataset 3)

(e) Matching accuracy for
lines 15 and 17 to 20 (only
dataset 3)

(f) Matching accuracy for lines
21 to 25 (only dataset 3)

(g) Matching accuracy for
lines 26 to 30 (only dataset
3)

(h) Dependence of point of
best matching with re-
spect to absorption line
strength.

Figure 7.13: Influence of artificial changes in the apparatus function width on PW values
and on matching accuracy between measured and simulated transmission spectra.
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Telescope Aiming Errors

One of the most important aspects of the optical adjustment of the instrument lays in the
precise relative arrangement of the quadrant diode, which ultimately determines the telescope
aiming, and the entrance slit (old set-up) or homogenizing fibre entrance (final set-up), respect-
ively. Not only to ensure that the entrance slit is – directly or indirectly – fully illuminated
at any time, but also because it influences, of which extract of the solar or lunar disk the
radiation entering the spectrometer is coming from. A small offset in elevation direction can
have a considerable influence on the length of the ray path of the observed light in the atmo-
sphere from the light source to the measurement instrument and hence influences the degree
of absorption in the retrieved spectra. With the applied fibre (core diameter 400 µm) radiation
stemming from an angular section of ± 4.5′ is collected and mixed in any case.

The quadrant diode and fibre mountings do not dispose of a high-precision positioning pos-
sibility (micrometre screws or the like). Therefore it is assumed that the positioning accuracy
of the slit with respect to the diode center is around 0.1mm. Fig. 7.14 shows the impact
of a displacement ∆x of the slit on the observed radiation path length with respect to the
elevation angle. For an elevation angle of 5° and a displacement of the slit with respect to
the quadrant diode center at 0.1mm a maximum deviation of 0.76% can occur. Depending
on how the telescope is oriented with respect to the spectrometer a displacement does not, or
only by little, alter the observed elevation though, due to the rotation of the disk image with
respect to the fibre entrance (see Section 4.3).

Figure 7.14: Influence of the uncertainty in the positioning of the fibre entrance center with
respect to the quadrant diode center on the observed radiation path length (and hence
absorption) as a function of the elevation angle e. Applied is the simplest air mass factor
model AMF = 1

cos z with z = 90°−e (compare Section 3.8.1).

Fig. 7.14 also shows how big the deviation theoretically can become during cloudy conditions,
where, depending on cloud coverage, the telescope aiming undulates between the upper and
lower rim of the solar disk (∆x ≈ 1mm). For elevation angles below 10° the difference in path
length between two subsequent observations can theoretically clearly exceed 4%.

Another slight systematic effect is occurring when measuring at very low elevation angles:
With the radiation coming from the lower areas of the solar disk passing through larger air
masses and thus being more strongly attenuated by Rayleigh scattering, this generally leads
to a lift of the intensity center of gravity of the solar disk (which is imaged onto the center of
the homogenizing fibre entrance in the telescope control cycle) with respect to its geometric
centre [Bösch et al., 2003]. The extent of this effect has not yet been investigated.
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7.4 SOLUSAR I versus SOLUSAR II

As described in Section 7.3.2, alike many other instrumental water vapour retrieval methods,
DOAS measurements are not free from influences which can impose systematic errors on the
determined final concentration values. Some of the mentioned systematics, as the atmospheric
modelling uncertainties or the uncertainty in the published spectroscopic parameters are not
varying for the data obtained by different measurement systems with identical design. This
however does not apply for the modelling of the apparatus function, which is carried out for
each system individually, and for the optical adjustment accuracy. The systematic errors in
the baseline determination (caused by baseline interval sagging) affects measurements for both
systems in a similar way. But as shown in Section 7.3.2, the process of baseline retrieval gives
rise to stochastic uncertainties which together with the regular transmission noise (compare
Section 7.3.1) can also lead to deviations between measurements of identically built instru-
ments.

The two measurement systems SOLUSAR I and SOLUSAR II dispose of a fully identical
mechanical and optical design. The sole difference lies in the slightly different electronic
set-up, which for SOLUSAR I had to be adapted more extensively in order to bring the
electromagnetic interferences described in Section 4.10.6 down to reasonable levels (at least
for solar measurements). With the two measurement systems parallel measurements have been
recently conducted at ISAS. The set-up with the co-located instruments is depicted in Fig.
4.31(a). Fig. 7.15 shows a comparison of the results of the two measurement systems over a
time period of around 4hours with clear sky conditions. Though concentration trends (ZPW)
are similarly mirrored there is a considerable offset ranging from 0.8 kg/m2 to 1.5 kg/m2 in
ZPW. This deviation which increases for higher PW values is also visible in the corresponding
scatter plot depicted in Fig. 7.16(a). (To harmonize the time scale of the two datasets in
order to calculate the scatter plot data points a linear interpolation has been carried out).
Comparing the results of distinct absorption features as shown in Figs 7.16(b) (line 12) and
7.16(c) (line 29) shows an inconsistent behaviour. Fig. 7.17 shows a comparison of the PW
values retrieved from the single 27 absorption features (normalized with respect to the PW
values evaluated from line 12) for three different concentrations for both measurement systems.
Generally SOLUSAR I estimates higher concentrations, but the offset between the two systems
becomes larger for longer wavelengths and in tendency for higher concentrations.

The uncertainty of the optical adjustment, of the individual modelling of apparatus function,
as well as of the baseline estimation (which, using a polynomial of degree 2, sometimes did
not seem fully satisfying in case of SOLUSAR II) can all contribute to this offset, but do not
suffice as a complete explanation for these offsets. Revealing is further the look at Fraunhofer
lines in the spectra whose transmission values should be invariant to changes in the water
vapour concentrations (provided there are no vapour absorption features spectrally near-by).
Analysis of distinct Fraunhofer lines show considerable differences between the two systems:
SOLUSAR II Fraunhofer lines show minimal transmission values which are 1.1% to 2.5%
higher than in case of SOLUSAR I. This behaviour can neither be explained through the
baseline determination process nor through the different apparatus function widths (which are
very similar). It is assumed that some sort of stray or false light on the detector, which is not
properly enough treated by the stated stray light suppression algorithms, plays a considerable
role in this issue. This requires a closer analysis of full frame images and possibly a better
stray light suppression through baffles inside the instruments.

The offset of the PW between the two systems has a strong systematic component which can
be quite well modelled by a polynomial of degree 2. The thus corrected residuals ∆PW ∗ are
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7 Data Processing and Measurement Results

(a) Comparison of the PW values

(b) Comparison of the ZPW values

Figure 7.15: Comparison of the water vapour concentrations as retrieved by the co-located
measurement systems SOLUSAR I and SOLUSAR II on 15 April 2013 over a period of
4 hours.
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(a) Scatterplot of the PW results from evaluation
of the whole spectrum

(b) Scatterplot of the PW results from absorp-
tion line 12 (compare Tab. 7.3)

(c) Scatterplot of the PW results from absorption
line 29 (compare Tab. 7.3)

(d) Residuals ∆PW ∗ between the SOLUSAR I
and SOLUSAR II measurements after sub-
traction of the estimated systematic effects
∆PWmodel which were modelled by a poly-
nomial of 2. degree (∆PWmodel = 0.00106 ·
PW 2

SII
− 0.01524 · PWSII

+ 0.7409)

Figure 7.16: Further comparison of the PW results stemming from SOLUSAR I and
SOLUSAR II measurements conducted on 15 April 2013.
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Figure 7.17: Single line PW values (normalized with respect to PW of line 12) for SOLUSAR
I and SOLUSAR II measurements retrieved from spectra with three different concentra-
tions.

shown in Fig. 7.16(d). The mean residual value amounts to 0.48 kg/m2 or with respect to the
PW concentration to 1.1%.

7.5 Solar Spectrometry versus GPS meteorology

As the measurements obtained by the SOLUSAR measurement system are subject to certain
systematic errors as outlined in Section 7.3.2, which could have a considerable influence on
the final absolute PW values, a comparison with a fully independent measurement approach
may give an indication on the size and behaviour of said anomalies. Therefore a GPS receiver
has been permanently installed by the GFZ Potsdam at ISAS-Berlin, where the SOLUSAR
measurements were conducted as well, in order to carry out GPS meteorology measurement as
shortly outlined in Section 2.4.6. The data have been collected and sent to GFZ Potsdam to
be ultimately included in the combined processing of the whole receiver network. A system to
retrieve PW values in near real time has been established in the “GPS Atmosphere Sounding”
Project (GASP), a joint venture of four institutes belonging to the Helmholtz Association
starting in the year 2000, for applications in the numerical weather prediction, climate research
and space weather monitoring [Dick et al., 2001]. A description of the network set-up (over
200 stations in Germany and neighbouring countries) and the processing strategies involved
can be found at Gendt et al. [2004]. To further densify the measurement network increasingly
lower-cost single-frequency receivers are applied [Deng et al., 2011]. Also in our case a single-
frequency receiver Novatel Smart Antenna has been installed.

Figs. 7.18 to 7.20 show the results of the comparison of the ZPW values retrieved from
SOLUSAR I and GPS meteorology, respectively, in three time series with very different atmo-
spheric water vapour concentrations. GPS meteorology solutions are regularly provided every
15min. The SOLUSAR measurement interval was set to 1min, however gaps can occur in
the time-series due to the periodic instrument calibration or due to the appearance of clouds.
The results in all three cases reveal considerable permanent offsets with solar spectrometry
estimating higher concentrations. Analysis of the offset (compare Fig. 7.21) show a clear con-
centration dependence, which can be well described by a linear function. For all three datasets
combined a scaling factor of 1.087 is computed. If one computes a linear function with no
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y-axis offset, as shown in Fig. 7.22, the scaling factor increases to 1.11. As stated in Section
7.3.2 different systematic error sources in aggregation can lead to this overall concentration
proportional effect, mainly due to deviations in the line strength parameters and systematic
errors in the line broadening assessment (either caused by uncertainties in the published broad-
ening parameters or insufficiently precise determination of the apparatus function). The errors
in the baseline determination that also contribute to the error budget, are pointing in another
direction (leading to an underestimation of the ZPW).

General concentration trends seem to be recognizable in the data of both measurement meth-
ods, though considerable deviations occur. It is important to emphasize, however, that the
solar spectrometry ZPW results are based on single slant concentration detection, whereas
GPS meteorology deduces its results from slant delays in many different directions. The mean
scatter range of the residuals between the two measurement systems ranges from 0.28 kg/m2

(Fig. 7.19) to 1.09 kg/m2 (Fig. 7.18).

Regarding the general accuracy of GPS meteorology: Comparison of the PW values derived
from GPS meteorology with results from radiosondes and WVR measurements show an agree-
ment in the range of ±1-2 kg/m2. A main difficulty in the acquisition of near real time
concentrations from GPS lies in the rapid satellite orbit prediction [Gendt et al., 2004]. For
the analysis of single-frequency receiver data, the main challenge is the accurate modelling
of the ionosphere influence. However, Deng et al. [2011] states that the standard deviation
of the total delays between double-frequency and single-frequency receivers is below 3mm
(corresponding to about 0.5 kg/m2 in PW), whereas the bias is nearly negligible.

Figure 7.18: Comparison of Solar Spectrometry (by means of SOLUSAR I) and GPS Met-
eorology on 15 August 2012 in Berlin-Adlershof during ca. 7 h.
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Figure 7.19: Comparison of Solar Spectrometry (by means of SOLUSAR I) and GPS Met-
eorology on 6 March 2012 in Berlin-Adlershof ca. 4h.

Figure 7.20: Comparison of Solar Spectrometry (by means of SOLUSAR I) and GPS Met-
eorology on 21 August 2012 in Berlin-Adlershof ca. 3 h.
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Figure 7.21: Scatter plot of the comparison between GPS meteorology ZPW results and the
(interpolated) SOLUSAR ZPW results belonging to three time-series. The comparison
shows residuals with a strong concentration dependency which can well be described by
a linear function.

Figure 7.22: Modelling of the differences between ZPW values obtained from SOLUSAR and
GPS meteorology measurements, respectively, using a linear approach. The graph shows
two estimates, with and without a y-axis offset, with their respective 95%-confidence
intervals.
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7.6 Lunar Measurements

As outlined in Chapter 4 the SOLUSAR instruments have initially been conceived to permit
measurements at far lower intensities of the background illumination source than possible
with the predecessor instruments. Hence the temporal coverage of the measurement method
could be extended by allowing night-time measurements using the sunlight reflected by the
moon as light source. As described in Section 4.9 the originally planned set-up had to be
abandoned in order to eliminate etaloning structures produced by the back-thinned CCD
through interposition of a homogenizing optical fibre between telescope and spectrometer.
This measure enables proper determination of the baseline in solar spectra in the first place,
but unfortunately much complicates the acquisition of processable lunar spectra due to the
energy loss of nearly one order of magnitude .

Fig. 7.23(a) shows a typical full-frame image of a lunar spectrum obtained by SOLUSAR I
(14 image acquisitions; exposure time: 20 s; lunar phase angle close to 0°; elevation angle
≈ 40°). In the dark image areas beside the diffraction order, the stripe patterns caused by
the remaining electromagnetic interferences described in Section 4.10.6 become visible. Fig.
7.23(b) shows the changing distorting influence on the binned lunar spectra illustrated by
the example of three consecutively obtained lunar spectra with similar intensity. The varying
overlaying beat is prohibiting the direct application of the baseline retrieval process described
in Section 6.8.

To determine and eliminate the overlaying patterns, different solutions have been tested, ran-
ging from various frequency filters, to polynomial and moving average approaches. The solution
found to ultimately yield the most adequate and consistent results for different spectra, was
a variation of the Savitzky-Golay filter algorithm [Savitzky and Golay, 1964]. Savitzky-Golay
filters are very often used in analytical chemistry, e.g., for noise cancellation because of their
different beneficial attributes such as the preservation of Gaussian profiles of spectral features
[Schafer, 2011]. In a Savitzky-Golay algorithm for every sample i of a data series (in our case
for every pixel) a new sample value is determined through LSQ estimation of a polynomial of
order n. The estimation is carried out on the base of the sample set [i −M, i + M ] with an
adequately chosen parameter M .

Fig. 7.24 shows the processing of a lunar spectrum (same as in Fig. 7.23(a)) with the described
algorithm. Subfigure 7.24(b) depicts the overlaying disturbing beat structures extracted us-
ing the Savitzky-Golay approach with the parameters n = 2 and M = 100. A major issue
when applying LSQ estimation of the polynomials, is the strong influence of those samples
with strong absorption and the resulting local drag down of the polynomials which becomes
visible in ripples in the extracted structure. In the case at hand the problem again can be
better tackled through a switch to a more robust estimator, such as the binomial estimation
described in Section 6.3. Applying the latter (while using the same Savitzky-Golay paramet-
ers) eliminates fairly well these minor defects. To ultimately eliminate the beat structure, the
lunar spectrum is divided by the determined broadband signal (Fig. 7.24(c)). Even using this
approach some slight sagging behaviour can be observed at spectral wavelengths where broad
connected absorption structures (water vapour or Fraunhofer) are occurring, as e.g. around
794 nm to 795nm. Computing the quotient of two lunar spectra (with assumed similar PW
concentrations) after applying the robust Savitzky-Golay filter to both, yields a signal which
is clearly dominated simply by noise as hoped for (see Fig. 7.24(d)).

Further investigations though have to be undertaken to optimally tune the filter regarding
frequency response, polynomial degree, moving window width and also the characteristics of
the robust fitting, in order to find a solution where an optimal deletion of the disturbing signal
is given while not removing actual spectral intensity information.
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7.6 Lunar Measurements

(a) Fullframe image of a lunar spectrum recorded by SOLUSAR on 6 March 2012 (near full moon) at an elevation
angle of around 40° and PW value of around 10 kg/m2 (according to the GPS meteorolgy measurements)

(b) Three consequently obtained lunar spectra with an overlaid moving beat structure stemming from the elec-
tromagnetic interferences. The “wavelength” of these broadband structures is also subject to changes between
acquisitions.

Figure 7.23: Influence of remaining electromagnetic interferences (after applying the hard-
ware measures described in Section 4.10.6) on lunar spectra acquired by SOLUSAR.

To the Savitzky-Golay filtered lunar spectra the common baseline retrieval is applied. One
major issue regarding the processing of lunar spectra using the single line evaluation as de-
scribed in Section 7.2.2 lies in the bad signal to noise ratio. In case of evaluation of weaker
lines or in case of a low PW chances are high that the adjustment does not properly converge
and gets trapped in some intensity artefact. For that reason following line groups have been
formed for the evaluation of lunar spectra: G1 (lines 2 and 3), G2 (lines 4, 5 and 6), G3 (lines
7 and 8), G4 (lines 9 and 10), G5 (lines 12 and 13), G6 (lines 14 and 15), G7 (lines 17 to 21),
G8 (lines 23 to 26), G9 (lines 27 and 28) and G10 (lines 29 and 30).

Fig. 7.25 shows the evaluation of lunar measurements over a period of three hours and
the comparison with results of co-located GPS meteorology, according to which fairly stable
zenith integral concentrations can be observed. These results are fairly well reproduced by
the SOLUSAR instrument through averaging of the results of all ten absorption line groups
listed above. The results gathered from the distinct groups range roughly from 70% to 125%
of the mean value. Samples of the matching between simulated and measured transmission
spectra for the different spectral groups are given in Fig. 7.26, exhibiting the low S/N-ratio.
The matching quality σPW according to Eq. 7.7 for the given time series ranges between
0.19 kg/m2 and 2.02 kg/m2 with a mean value of just 0.55 kg/m2 which is even better than
expected in the estimation of noise influence presented in Section 7.3.1, most likely due to
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(a) Flat-field corrected lunar spectrum

(b) Extracted broadband structures using a Savitzky-Golay approach using least square polynomial fitting and
bisquare polynomial fitting respectively. The Savitzky-Golay parameters were set at: M = 100; n = 2.

(c) Lunar spectrum after correction with the robust Savitzky-Golay filter.

(d) Quotient of two subsequently obtained lunar spectra after undergoing Savitzky-Golay filtering (measurement
interval 10min).

Figure 7.24: Elimination of electromagnetic disturbance induced broadband spectral struc-
tures in lunar spectra using a Savitzky-Golay Filter with robust polynomial estimation.
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the fact that the electromagnetic interference contribution σEI to the read noise can change
considerably (compare Section 7.3.1).

Figure 7.25: Result of a three hour time series evaluation of lunar spectra. According to
the GNSS meteorology results the zenith integrated water vapour content is fairly stable.
The results are pretty well reproduced by SOLUSAR measurements. Depicted are the
mean values gathered through averaging of the results of 10 spectral groups. During the
measurement window the moon was descending resulting in an increase of the measured
slant integrated water vapour of more than 60%.

Obtaining and processing lunar spectra using SOLUSAR is possible, even at quite low con-
centrations. Because of the reasons mentioned above the full potential of the instrument
could unfortunately not be exploited. Looking at the potential accuracy of a set-up where
no homogenizing fibre is present and instead the original direct telescope-spectrometer coup-
ling is in place (description see Section 4.9), when using a virtual detector with the same
characteristics whose performance however is neither hampered by etaloning structures nor
by electromagnetic disturbances and where a similar measurement regimen is used (interval
between measurement spectra: 10min):

1. The CCD gathered intensity increases by roughly a factor of 8 (compare Section 4.9.2).

2. Consequently the relative shot noise σshot,lun would be reduced to around 0.1%. Read
noise σread,lun (in absence of interferences) would amount to roughly 0.3%. Dark noise
remains unchanged.

3. The overall noise level of the halogen spectra would also be slightly decreased. It is now
estimated at 0.2%.
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(a) Spectral line group G1 (b) Spectral line group G2

(c) Spectral line group G3 (d) Spectral line group G4

(e) Spectral line group G5 (f) Spectral line group G6

(g) Spectral line group G7 (h) Spectral line group G8

(i) Spectral line group G9 (j) Spectral line group G10

Figure 7.26: Matching between measurement-derived and simulated transmission spectra for
a lunar measurement (nearly full moon, elevation angle: 40°, PW ≈ 10 kg/m2 for the
different spectral line groups. The orange vertical bars denote the processed wavelength
intervals.
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4. According to Eqs 7.6 and 7.4 this would yield an adjusted σt,lun of around 1% (before
2.2%).

5. σt,lun would propagate, according to Eq. 7.10, to an PW uncertainty σlunPW,noise of slightly
below 1 kg/m2 for each evaluated line.

Regarding the different systematic biases discussed in Section 7.3.2, only the baseline retrieval
would be afflicted by the reduced noise levels.
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8
Conclusions and Outlook

8.1 Project Overview and Conclusions

The significance of satellite-based measurement systems in geodesy and earth observation in
general is steadily increasing. Many measurement systems belonging to said realm are relying
on travel time observations of radio signals through atmospheric layers. With the ever rising
demands for improved accuracy of these methods, the precise description of atmospheric re-
fractivity fields is gaining attention as well. In this respect the determination of the spatial
distribution of water in its gaseous phase remains a major focus of such research activit-
ies. Accurate modelling of local water vapour concentrations succumbs to rapid atmospheric
fluctuations with respect to space and time. In response a wide range of different instru-
mental measurement approaches have emerged over the past decades with vastly different
characteristics regarding, e.g., time resolution, spatial resolution (horizontally and vertically),
measurement platform, precision (absolute and relative) and cost.

Starting in the mid 1990s the Geodesy and Geodynamics Lab (GGL) of the ETH Zürich and
the working group Optical Spectroscopy at the Leibniz-Institut für Analytische Wissenschaften
(ISAS), Berlin have jointly developed two dedicated measurement systems (SAMOS and GE-
MOSS) applying the principle of Differential Optical Absorption Spectroscopy (DOAS) thus
establishing another method supporting to satisfy the demand for the determination of local
total column water vapour abundances with high precision and high temporal resolution.
Within these projects the DOAS methodology, with its proven utility for the examination of
atmospheric trace gas concentrations, has also been successfully applied to this specific as-
pect of moisture determination. Until then this task (which e.g. is of importance for the
correction of data gathered by radio telescopes [Elgered et al., 1991] or the validation of other
ground-based water vapour retrieval methods) has mainly been addressed by Water Vapour
Radiometers (WVR) deducing concentrations through remote sensing of radiation emitted by
water vapour.

From the above quoted instrument development projects it resulted that the analysis of spec-
trally high resolved rotational-vibrational water vapour absorption lines in the VIS/NIR spec-
tral region indeed can provide water vapour concentrations with comparably good precision.
As remarkable traits the low susceptibility to drift and jump behaviour [Somieski, 2005], the
long-term stability independent of the local meteorological conditions and the comparably low
recurring calibration effort needed stood out. Difficulties regarding the reliability of spectro-
scopic parameters of the evaluated specific single absorption lines, were addressed through a
re-determination of line strength parameters and through averaging of the results from a set
of distinct lines which are observed simultaneously.

Based on the insights gained from the SAMOS and foremost the GEMOSS project, in a
joint project of ETH Zürich, ISAS-Berlin and the Helmholtz-Zentrum Potsdam - Deutsches
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GeoForschungsZentrum (GFZ) a new prototype instrument SOlar LUnar Spectrometer for
Atmospheric Research (SOLUSAR) has been designed and built in two copies, in order to
carry forward the research in this field and to explore and treat the following issues related to
the application of DOAS to the problem of atmospheric moisture detection:

To address the aspect of confined temporal coverage, the new measurement system has been
conceived not only to allow measurements with direct sunlight, but also with solar radiation
reflected by the moon surface at night. The entire instrument from the telescope over the
spectrometer to the detector is designed to ensure greatest possible sensitivity. By selecting a
smaller specific wavelength range (which exhibits a large number of processable water vapour
absorption features) which is obtained simultaneously it was feasible to give the measurement
system a very compact optical design in comparison with the predecessor instruments, which
improves transportability and applicability in the field while not compromising on the spectral
resolving power. For the purpose of possible validation measurements of space borne WVR
instruments from satellite ground tracks on a vessel at sea, the viability of the attainment of
solar transmission spectra on a moving platform was to be examined through implementation
of a fast tracking telescope with an automatic control cycle in order to uninterruptedly follow
the background radiation source. All these efforts were to conclude with a measurement sys-
tem producing comparably accurate measurement results as its predecessor (GEMOSS) while
operating fully autonomously and calibrating itself without the need for human supervision.

To suffice the demand for highly compact instruments the SOLUSAR measurement systems
dispose of an almost fully integrated design. Apart from some external sensors, the power
supply and the main control computer unit, all mechanical, optical and electronic components
are stored inside a rugged aluminium encasement with a height of 1.1m, a diameter of 30 cm
and a weight around 45 kg. The thorough integration is for another part directly caused by the
need for improved system sensitivity which demands a direct optical coupling of the telescope
positioned at the top of the instrument and the spectrometer unit directly underneath. As
light collecting unit a custom-built heliostat-type telescope is used to guide the sun or moon
light into the instrument’s unified optical axis to image it onto the spectrometer’s entrance
slit. The autonomous tracking of the light source is achieved through a control cycle using
a quadrant photodiode to provide information on the telescope’s misalignment. From this
information control quantities for the telescope’s motor system are computed and applied.
The control cycle operates with a frequency of about 80Hz. The telescope’s opto-electronic
components used in this process are likewise specifically conceived for operation both under
high intensity and low-light conditions.

To achieve a spectrometer set-up which is compact and at the same time spectrally highly
resolving and efficient, advantage is taken of the concept of an echelle grating spectrograph.
The spectrometer has a focal length of 400mm. The diffraction is carried out by means of
the echelle grating (blaze angle: 62°) as primary diffraction element and an optical prism to
optically separate the superimposed diffraction orders. The optical elements are arranged in
the Littrow configuration. Because of the narrow simultaneously captured wavelength range
achromatic lenses can be used for beam collimation and concentration instead of mirrors. With
an interposed motorized folding mirror between grating and prism the spectrum position on
the detector can be stabilized and also the possibility to observe adjacent wavelength regions is
provided. The described optical arrangement allows a very slim architecture along the vertical
optical axis of the instrument. As detector a back-thinned CCD detector (size: 1 in × 1/4 in;
pixel size: 12 µm) is made use of. Given said optical set-up a snippet of a single diffraction order
containing a wavelength range of slightly more than 12nm is imaged on the detector using an
entrance slit height of 1mm (magnification 1:1). A reciprocal linear dispersion of 7.3 pm/px
is reached. Together with a 50 µm entrance slit width this allows a good compromise between
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sufficient absorption line separation and overall brightness. The obtained narrow wavelength
band can be read out quite rapidly given the moderate chip size.

In order to make the measurement instrument run fully autonomously – controlling the
various sensors and coordinating the different measurement tasks – a software package has
been developed, which is for the most part written in the visual programming environment
LabVIEW™ (by National Instruments). The tasks to be performed include among others
proper tracking of the moving background radiation sources sun or moon to continuously
guide the light onto the entrance slit, over control of the detector exposure regimen to a vari-
ety of different calibration tasks, such as telescope orientation, position stabilization of the
spectrum on the detector, acquisition of spectra of the internal calibration lamps (halogen
flat-field lamp and argon spectral lamp) or repeated determination of the apparatus function.
The acquisition period for solar spectra is set at 1min. In case of lunar spectra, the interval
amounts from 10min to 20min.

With the vastly different instrument design compared to the predecessor systems, lots of new
insights regarding the design of possible future devices have been won: The direct optical
coupling of the telescope and spectrometer unit serves exceptionally well to maximize the sys-
tem radiation throughput and to build a compact system. However in retrospect one has to
state that such an approach brings also about a multitude of difficulties: The direct entrance
slit lighting is changing the spectrometer’s illumination depending on the light source the tele-
scope aims at (sun, moon, halogen lamp) as well as on the meteorological conditions. Not per
se a problem, in case of the application of a highly sensitive back-illuminated CCD this has
evidently unbearable consequences in form of changing interference patterns (etaloning) which
are modulating the actual spectral signal and prohibiting a proper evaluation of the charac-
teristic DOAS baseline intensity. Within the pre-existing overall concept and regarding the
already advanced project state, a replacement of the OEM detector unit has turned out to be
impossible, as no suitable substitute could be found given the limited space available and very
specific detector requirements. Hence an optical solution had to be found which guarantees a
stable illumination of the entrance slit over its whole height and a constant angular radiation
distribution within the light bundles entering the spectrometer. Unfortunately most of the
tested homogenization approaches go hand in hand with a huge loss in energy. The approach
found to balance best the need for radiation redistribution and conservation of aperture is a
short quartz optical fibre with hexagonal cross section whose entrance is illuminated by the
telescope and which conveys the radiation to the entrance slit. The inclusion of a homogeniz-
ing fibre limits the sensitivity on one hand on the other greatly reduces the initial calibration
efforts. Further it considerably eases the task of target tracking, as the danger of uneven
entrance slit illumination in case of telescope misalignment practically vanishes.

The above described solution unfortunately runs contrary to the purpose of directly coupled
telescope and spectrometer units, but allows the acquisition of spectra with etaloning influence
reduced to bearable levels. The surface brightness on the detector decreased by a factor of
8 which does not afflict the solar measurement, in case of the already weak lunar spectra
it is a major liability though. Nevertheless in case of lunar phase angles in the range 0°
to 30° the acquisition of lunar spectra with S/N ratios allowing a retrieval of integral slant
concentrations could be successfully conducted. Also the telescope’s control cycle with the
quadrant diode feedback sensor, whose signals are treated by an especially conceived amplifier
module developed at ISAS, does operate flawlessly under these difficult low light conditions.

After their acquisition the solar/lunar spectra are directly pre-processed using a set of spe-
cifically developed correction and referencing algorithms, namely: dark correction, extraction
of the position of the bent main diffraction order, vertical software binning, flat-field cor-
rection, wavelength referencing. This ultimately produces processable transmission spectra
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which exhibit only the atmospheric absorption features and Fraunhofer lines and are only fur-
ther shaped through broadening processes along the ray path and by the apparatus. In case of
lunar spectra a special filtering algorithm is additionally applied (based on the Savitzky-Golay
filter) which helps to eliminate broadband structures stemming from electromagnetic influence
on the CCD module by the telescope’s actuator system.

For the actual processing of the measurement derived transmission spectra, mostly the same set
of algorithms as used in the GEMOSS project is applied. The procedure relies on the matching
of the measured transmission spectra with synthetically computed transmission spectra for
whose generation the absorption process along the line of sight, including broadening of the
absorption features in the atmosphere and by the apparatus, is modelled. The water vapour
concentration in the model is adjusted until the best fit with the measurement is found. One
major weak point in the application of DOAS is the dependence on the availability of accurate
spectroscopic parameters for the rotational-vibrational transitions occurring in the observed
wavelength range. Such parameters are provided by numerous spectral databases; in case of
SOLUSAR the relatively recent HITRAN2008 database has been selected. More extensive
databases (e.g. UCL08) listing also minor transitions are found to not bring a substantial
advantage, at least not for the wavelength intervals studied in this work, but are only severely
prolonging the processing time. Comparison of SOLUSAR datasets obtained under different
conditions on one hand help to reveal which major lines are providing reliable PW values, on
the other hand they emphasize inconsistencies in the spectral database regarding line strength,
an issue which could not be overcome within this project.

Examinations of the different error sources contributing to the overall uncertainty of the PW
values have been carried out. In case of solar measurement the noise-induced PW uncertainty
for a single line evaluation is estimated at 0.4 kg/m2 (slightly higher than in the GEMOSS
project). Through averaging of the result this accuracy can of course be improved (maximum
by a factor 5 in case of SOLUSAR). The sources contributing mostly are the errors stemming
from stray light residuals and remaining etaloning disturbances. For lunar measurements the
noise-induced uncertainty is around five times higher (2.2 kg/m2). Main contributors in this
case are the read noise (respectively the electromagnetic interferences included therein affecting
every spectra acquisition on readout) and the dark noise (due to the long exposure time per
single image). Further some of the different systematic error sources were assessed more closely:
Especially noticeable is the influence of an insufficiently precise apparatus function. Analysis
of the matching quality between simulated and measured spectra indicate that the apparatus
function width is generally overestimated, with the possible consequence of an assignation
of PW values which are up to 7% too high. The behaviour of different absorptions lines is
inconsistent though, giving rise to the question whether the reason for these deviations lies in
the uncertainty of the reported spectroscopic broadening parameters.

Furthermore an assessment of the baseline accuracy reveals that the chosen holistic approach –
where the remaining broadband modulations in the flat-field corrected spectra are eliminated
through a polynomial fit estimated from few distinct baseline intervals – is not only affected
by the stochastic noise in said intervals, but in case of strong concentrations and low elevation
angles by the considerable drag down of the baseline transmission values. This behaviour is
especially harmful in case of weaker absorption features. For high concentrations a mean bias
of up to −2% can result.

Comparison with results from GPS meteorology by means of a co-located sensor show con-
siderable biases: Solar spectrometry estimates the ZPW on average 8.7% higher, which can
possibly be regarded as evidence of the various systematic, concentration proportional effects
mentioned above and partially of systematic differences between the applied two methods.
General trends in the ZPW values though are quite similarly mirrored by the two systems,
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albeit with a very different time resolution. Direct comparison of the results of the two (identic-
ally built) SOLUSAR measurement systems unfortunately shows certain systematic biases as
well, which can reach up to 1.5 kg/m2. These biases vary strongly between the different absorp-
tion features and seem also to be concentration dependent. As the main cause of the described
differences a problem with occurring stray or false light in one of the systems is suspected. The
mean stochastic deviations (after elimination of the estimated systematic influences) amount
to ca. 1.1% of the slant integral concentration.

Besides the above mentioned etaloning issues, the high system integration produces various
challenges regarding the prevention or suppression of electromagnetic disturbances inside the
measurement system, occurring through the presence of the manifold electronic components
with great power demand (e.g. motor systems, lamps) in the vicinity of very sensitive detector
units. Further the asset of a transportable and weatherproof design, unfortunately brings about
a greater time expenditure for instrument maintenance as the various components are not as
directly accessible. Especially for people who are mere users and have not been involved in the
development process, dealing with hardware issues can become quite cumbersome. Fortunately
both systems have shown very good long-term consistency of the results and needed little
maintenance.

8.2 Outlook

To bring atmospheric water vapour sensing using the DOAS method further ahead, a variety
of different issues will have to be addressed. This section provides an overview of the different
short-term tasks as well as an outlook on possible future instrument development projects.

8.2.1 Immediate Measures

Concerning the spectra processing of the DOAS measurements different issues remain. For
instance to retrieve water vapour values in near real time a considerable speeding up of the
data processing would be mandatory. Hitherto processing of a single spectrum takes between
4min to 8min. To decrease the evaluation time to about 1min the programming routines
have to be adapted to make use of multi-core processing in particular to quicken the spectra
simulation in the adjustment. A solution to provide a more accurate wavelength scale would
reduce the number of adjustment iterations and thus considerably speed up the process.

A major task in order to improve the absolute accuracy of the determined water vapour con-
centrations, is a deepened examination and treatment of the various systematic error sources.
In this respect I recommend the implementation of a more sophisticated baseline retrieval
algorithm which is better coping with spectra exhibiting strong absorption, where in the cur-
rent algorithm the transmission values of the baseline intervals used for the polynomial fit are
dragged down. Also lower uncertainties of the baseline at the edges of the spectral window are
desirable. To achieve said goals, analysis of the measurement spectra alone might not be suf-
ficient. Presumably a dedicated pre-fitting process of a transmission spectrum computed with
the current baseline algorithm and a simulated absorption spectrum covering the whole meas-
urement range could be very beneficial. In this pre-fitting process the extent of the baseline
interval sagging could be determined and the baseline ultimately be refined in an iterative
procedure, while the wavelength scale could also be adjusted simultaneously. To cope with the
influence of Fraunhofer features, which are only present in the measurement derived dataset,
a robust fitting procedure would have to be applied. Such a pre-fitting step besides a better
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baseline would also provide a much improved wavelength scale and initial PW values for the
sequential actual adjustment process, to speed up the latter.

To learn more about the inaccuracies in the spectral parameters provided by the spectral
databases and about the factors leading to differences in line shapes between measurement
and simulation, extensive comparison measurement with other independent retrieval methods
are necessary, preferentially those providing concentration profile information, such as, e.g.,
LIDAR or radiosondes.

To improve the reliability of the results of the two currently existing SOLUSAR measurement
systems foremost a closer examination of the occurring false light and its suppression by means
of baffles has to be carried out. Possibly also the application of translating optical mounts to
render a more precise positioning of the entrance slit with respect to the quadrant diode could
be beneficial to the accordance of the two systems.

8.2.2 Recommendations for Future Direct Light Measurement
Systems

With the development of the SOLUSAR measurement systems various different aspects of this
methodology were to be examined, with partly contradictory design demands which had to
be reconciled. The enabling of lunar measurements on one side demands for a large radiation
acceptance and efficiency which normally requires more space while on the other side a very
compact system should be conceived. The therefore chosen highly integrative design archi-
tecture is especially ambitious from the electronic point of view when dealing with extremely
sensitive detection units. Moreover for lunar measurements a direct illumination of the spec-
trometer by the telescope is preferred, which again is a challenge considering the conditions
occurring when measuring on a moving platform. For this reason looking at future apparatuses
an disentangling of the project objectives should perhaps be aspired.

Generally one can conclude that the direct coupling of telescope and spectrometer unit rather
complicates matters more than it helps. Maybe from a transportation/handling and mainten-
ance point of view a separation of the two units would be very convenient as it reduces the
bulkiness and the weight of the different units. For solar measurement a direct coupling is not
necessary anyway as there is no shortage of intensity. In case of lunar spectra a decoupling
by means of a suitable optical fibre would help to get rid of illumination dependent etaloning
structures produced by the detector, while a telescope with a higher light collecting efficiency
(short focal length, high aperture lens optics) could be installed compensating for the lower
throughput. In any case the possibility to easily effectuate a change of the light collection unit
depending on the task at hand is appealing (the same applies for the detector unit). Such a
unit separation could also benefit from the implementation of individual main control devices
for both entities, which could also help to streamline the software. Especially regarding the
telescope’s only task to follow the light source without need of data storage, the employment of
a single-board computer or a dedicated micro-controller with a machine-level implementation
of the control cycle could be an appropriate choice. A separation would also massively reduce
the complexity from an electronics point of view and help to bring down the susceptibility to
electromagnetic perturbations.

A compact spectrometer system with good transportability, easy applicability in the field
and low maintenance requirements remains desirable. In that respect the question of the
suitable (simultaneously obtainable) wavelength range of the spectrometer has to be raised
again. In case of direct radiation solar measurements the NIR radiation portion between
789 nm to 802 nm has proven itself as a viable spectral extract with a high number of useful
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absorption lines. Still a slightly bigger range could be helpful to further increase the reliability
of the overall retrieved mean concentrations. One possibility to further reduce the size of the
spectrometer set-up would be the application of transmission gratings as the diffraction order
sorter element instead of the prism. Such gratings have been tested within the SOLUSAR
project but were exhibiting stray light clearly exceeding acceptable levels. Recently however
transmission gratings produced by photolithography have become available which are specified
to produce considerably less stray light [Ibsen Photonics, 2013].

In case of solar measurements a conventional CCD can be used, as the higher quantum effi-
ciency of a back-thinned detector is not needed. In case of a telescope/spectrometer separation
as described above the etaloning influence when measuring NIR can be considered as rather
small, as the then indispensable connecting fibre acts as a radiation homogenizer – a future
application of back-thinned CCDs is still not recommended though, also not for the low-light
lunar measurements. A detector unit with a faster readout could possibly help to achieve
better S/N ratios but only if the read noise does not increase all too much. To study more
deeply the implications regarding the insufficient modelling of the line broadening a slightly
higher reciprocal linear dispersion of the spectrometer-detector system would be helpful, which
would again require the application of an echelle spectrograph. If lunar measurements with
corresponding low-light conditions are desired one should opt for a detector providing the pos-
sibility of longer exposure times and lower chip temperatures to reduce dark noise. It could
already be shown that lunar measurements are feasible with an noise-induced error which is
theoretically only about a factor of 2.5 higher than for solar measurements with the current
set-up. The meaningfulness of lunar measurements regarding the much higher instrumental
efforts in relation to the additional observations windows gained is disputable though.

Regarding a possible future sea borne application of a telescope-spectrometer combination
different aspects should be considered. In the initial set-up with a direct optical coupling, the
entrance slit height of 1mm and the projected sun disk image diameter at around 1.3mm leave
only a scanty reserve for misalignment of the telescope, which seems insufficient for conditions
with less moderate state of sea especially with occasional occurrence of jerks. The indirect
coupling with interface fibre optics is less prone, as stronger intermittent telescope misalign-
ments do not hamper the entrance slit illumination but simply attenuates the overall intensity.
In any case the speed of the telescope control cycle would have to be improved. Especially
a more direct feedback loop between the quadrant diode and the motors is necessary. Until
now the sensor signals are A/D-converted and processed by the computer unit determining the
number of necessary motor steps. The motion control card performs a PID-control cycle to
reach the desired position as rapidly as possible. In order to speed up the process this two-step
procedure has to be stripped down to a direct control loop, where the applied voltages for the
motors are directly computed by a specifically deployed single purpose hardware item. Further
a gear would have to be installed for azimuthal movements which acts more directly than a
drive belt.

For the telescopes external orientation when operating on a vessel, the digital magnetometers
do not seem to be a good choice, as they are not responsive enough to sudden changes of bearing
and too inaccurate given the surroundings with partly ferromagnetic materials. The orientation
procedures described in this work using the quadrant photo diode as intensity sensor is a
feasible solution but shows its flaws concerning speed and reliability. The introduction of
a small zenith-looking digital camera in conjunction with a fish eye lens covering the sky
hemisphere would offer a variety of new possibilities: Through fast image processing, the
current apparent position of the celestial radiation source is readily discernible. Apart from
this, it would be possible to derive information on the light source’s apparent brightness and
thus to make an educated guess on an adequate exposure time. Further under bad weather
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conditions the system could be automatically brought to sleep mode and the load temporarily
remove from the mechanical system.

8.2.3 Expansion of Methodology

Concerning alternative operation modes differing from the currently applied direct light DOAS,
the SOLUSAR measurement system or any similar instrumental set-up with comparable sens-
itivity, dynamic range and a similarly versatile telescope does indeed offer the possibility to
receive and analyse scattered light. Scattered light DOAS has been successfully applied for
many decades and for a great number of different atmospheric species. For a comprehensive
overview please consult Platt and Stutz [2008]. An application of this method to measure
vapour concentrations in the atmosphere would be interesting. In the realm of scattered light
DOAS different viewing geometries are distinguished, e.g. Zenith Scattered Light DOAS (ZSL-
DOAS) which is often applied for stratospheric studies or Multi-Axis DOAS (MAX-DOAS)
where radiation with different elevation angles is gathered. While the former would massively
reduce the instrumental requirements for the telescope the latter could help to retrieve inform-
ation on the spatial distribution of water vapour. A combination of several such instruments
would permit the possibility to apply tomographic principles. Scattered light DOAS would also
allow a further expansion of the possible measurement time as no direct sunlight is needed
at daytime. The major challenge with scattered light DOAS lays in the far more complex
modelling of the absorption process as an infinite number of ray paths have in principle to be
taken into consideration. Fine modelling of the incident scattering light is difficult, since the
corresponding models heavily rely on fairly precise information on the vertical distribution of
trace gases and aerosols (and their optical properties) [Platt and Stutz, 2008]. Therefore un-
certainties of these data can lead to systematic errors and consequently to a degradation of the
overall accuracy. By all means scattering approaches would require an extended wavelength
range comparable to the GEMOSS spectral range (728 nm to 915nm) as for the validation
of the ray tracing model, absorption lines of other atmospheric species (such as oxygen or
oxygen-dimers) are needed whose vertical concentration profiles are well known.
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Electronic Layout Details

A.1 DC Motor Control

Figure A.1: Connection of the 4-quadrant servo amplifiers Maxon AD50/5 for the control
of the telescope DC-motors, with the motion control card NI-7344

207



A Electronic Layout Details

A.2 Stepper Motor Control

Figure A.2: Connection of the stepper motor driver units with the motion control card NI-
7344. The stepper motors are used to tilt the spectrometer’s folding mirror with precision
screws.
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A.3 Motion Control Interface

A.3 Motion Control Interface

Figure A.3: Pin assignment of the interface between the motion control card and the drives
of the DC and stepper motors.
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A.4 Temperature Sensor

Figure A.4: Circuit diagram of the temperature monitoring set-up used inside the SOLUSAR
instruments using TSic-303 ICs by IST-AG.

A.5 Electronic Compass

Figure A.5: Circuit board necessary for operation of the electronic compass Honeywell
HMR3300.
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