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PREFACE

La localisation et la cartographie simultanées (Simultaneous Localization And Mapping —
SLAM) sont importantes pour de nombreuses taches liées a I'exploration. Envoyer un robot
pour modéliser I'environnement est attrayant pour planifier ou remplacer une intervention
humaine dans un site contaminé ou sur une autre planete.

La variété des capteurs disponibles pour de tels travaux augmente constamment, mais
I'analyse en temps réel des données n'est pas triviale. Cette investigation combine des
technologies de la géomatique et de la robotique. De facon logique, M. Bayoud est plus a
l'aise dans le premier domaine, qui est aussi le sien. En travaillant dans un groupe qui
développe le lever aéroporté avec des capteurs multiples, il était bien conscient que la
calibration de l'orientation est un enjeu de recherche. Ainsi, il a investi un soin particulier
pour évaluer la précision, plus que d'usage en robotique ou les distances en jeu sont plus
petites. En revanche, la conception du matériel est demeurée simple. De tels aspects sont
mieux traités dans les équipes de robotique.

En allant au-dela des simulations et en traitant différents types de capteurs, M. Bayoud a
affronté de nombreux problémes de matériel et de logiciel, a commencer par la
synchronisation des données de plusieurs sources. M. Bayoud fut soutenu par son propre
groupe pour les aspects géomatiques et il a cherché de l'aide auprés d'autres laboratoires pour
les aspects robotiques.

Globalement, assembler le systeme, générer des jeux de données consistants et les analyser
pose de grandes exigences scientifiques et techniques. L'approche combine les principes
physiques des capteurs et des considérations empiriques. Une maitrise profonde des
technologies photogrammétriques et inertielles est nécessaire, y compris des aspects liés au
champ de gravité terrestre. Les techniques du filtrage de Kalman jouent également un réle
important.

M. Bayoud fut un lauréat du concours d'étudiants de I'Institut de Navigation américain, avec
une invitation pour présenter sa recherche au congrés ION-GPS.

La commission géodésique suisse (CGS) exprime a Monsieur Bayoud sa gratitude pour
I’achévement de ce project, qui en ligne des buts de la CGS montre un dévelopement future
en geodésie. La commission géodésique suisse est reconnaissante a 1‘Académie Suisse des
Sciences Naturelles pour son aide financiére couvrant les colts d’impression de ce fascicule.

Prof. Dr. B. Merminod Prof. Dr. A.Geiger
Laboratoire de Topométrie ETH Zirich
EPF Lausanne Président de la CGS



VORWORT

Die Lokalisierung mit simultaner kartographischer Darstellung (Simultaneous Localization
And Mapping — SLAM) ist wichtig fiir viele Forschungsvorhaben. Vielversprechend ist der
Einsatz von Robotern zur Erfassung der Umwelt, um die Intervention von Menschen in einem
kontaminierten Gebiet oder auf einem anderen Planeten zu vermeiden.

Die Vielfalt von verfligbaren Sensoren steigt standig, die Analyse aller gewonnenen Daten in
real-time ist jedoch sehr komplex. Die vorliegende Arbeit kombiniert Technologien und
Methodologien aus der Geodasie und der Robotik. Herr Bayoud als Geodét stellte wahrend
der Zusammenarbeit mit einer Forschungsgruppe, welche ,,multisensor airborne mapping*
betreibt, fest, dass die Kalibrierung der Orientierung detailliert untersucht werden musste. In
der Folge mussten die erreichbaren geodatischen Genauigkeiten sehr sorgféltig analysiert
werden, da bis anhin in blichen Anwendungen von Robotern die zu messenden Distanzen
weniger Kkritisch waren. Das Design der Hardware hingegen wurde im Bereich der Robotik
detailliert untersucht.

In der Simulationsphase und wéhrend den Tests verschiedener Sensortypen l6ste Herr Bayoud
viele Hard- und Softwareprobleme, angefangen bei der Integration und Synchronisation der
verschiedenen Sensoren. Dabei erhielt Herr Bayoud geodatische Unterstiitzung von seiner
Forschungsgruppe wahrend er Hilfe in der Robotik bei anderen Forschungsgruppen erhalten
hat.

Die Montage des Systems, die Erzeugung von konsistenten Datenreihen und die Analysen
derselben hat viele wissenschaftliche und ingenieurméssige Fertigkeiten gefordert. Der
gewahlte Losungsansatz verbindet physikalische Grundgesetze der Sensoren mit empirisch-
stochastischen Betrachtungsweisen. Zur umfassenden Bearbeitung der Thematik ist ein tiefes
Verstandnis der Photogrammetrie und Inertialtechnik sowie des Schwerefeldes der Erde
notwendig. Im Weiteren spielt in der vorliegenden Arbeit die Filtertheorie eine wesentliche
Rolle.

Im Rahmen des US Institute of Navigation paper contest konnte Herr Bayoud als Preistrager
diese Arbeit am ION-GPS vorstellen.

Die Schweizerische Geodéatische Kommission (SGK) gratuliert Herrn Bayoud zu dieser
Arbeit, die im Sinne der SGK-Ziele versucht, neuste und zukunftstrachtige Entwicklungen im
Bereich der Geodasie aufzuzeigen. Die SGK bedankt sich bei der Akademie der
Naturwissenschaften Schweiz (SCNAT) fiir die Ubernahme der Druckkosten.

Prof. Dr. B. Merminod Prof. Dr. A. Geiger
Institut fir Topometrie ETH Zirich
EPF Lausanne Président der SGK



FOREWORD

Simultaneous Localization And Mapping (SLAM) has become an important concept for many
tasks associated with exploration. Sending a robot to model the environment is very appealing
to plan or to replace a human intervention in a contaminated area, or on another planet.

The variety of sensors available for such duties is ever increasing, however analyzing all the
data in real-time is far from trivial. This investigation combines technologies from both
geomatics and robotics. Logically, Mr. Bayoud is more at ease in the first domain, which is
his own. By working in a team dealing with multisensor airborne mapping, he was well aware
that boresight calibration is a research issue. Hence great care was invested in the assessment
of the precision, more than usual in robotics where the distances involved are smaller. On the
other hand, the hardware design was kept simple. Such issues are addressed much better in the
robotics community.

Going beyond simulations and working with different types of sensors, Mr. Bayoud had to
face many hard- and software problems, the synchronization of data from several sources to
start with. Mr. Bayoud obtained support on geomatics issues within the own team, and he
sought contributions from other labs for robotics issues.

Altogether, assembling the system, generating reasonable data sets and analysing them did set
a strong demand on both scientific and engineering skills. The approach combines physical
principles of the sensors and empirical considerations. A thorough understanding of
photogrammetric and inertial technologies is involved, including issues pertaining to the
gravity field of the Earth. Kalman filtering techniques come to play an important role as well.

Mr. Bayoud was a laureate of the Student Competition of the American Institute of
Navigation. He has been invited to present his work in the ION-GPS congress.

The Swiss Geodetic Commission (SGC) expresses its gratitude to Fadi Bayoud for the
successful completion of this project which follows one of SGC’s goals to anticipate and
concretize newest developments in the area of Geodesy. The SGC is grateful to the Swiss
Academy of Sciences (SCNAT) for covering the printing costs of this volume.

Prof. Dr. B. Merminod Prof. Dr. A. Geiger
Institute of Topometry ETH Zirich
EPF Lausanne President of SGC






Summary
Vision-based inertial-aided navigation is gaining ground due to its many potential

applications. In previous decades, the integration of vision and inertial sensors was
monopolised by the defence industry due to its complexity and unrealistic economic burden.
After the technology advancement, high-quality hardware and computing power became

reachable for the investigation and realisation of various applications.

In this work, a mapping system by vision-aided inertial navigation was developed for areas
where GNSS signals are unreachable, for example, indoors, tunnels, city canyons, forests,
etc. In this framework, a methodology on the integration of vision and inertial sensors was
presented, analysed and tested when the only available information at the beginning is a
number of features with known location/coordinates (with no GNSS signals accessibility),
thus employing the method of “SLAM: Simultaneous Localisation And Mapping”. SLAM is a
term used in the robotics community to describe the problem of mapping the environment
and at the same time using this map to determine (or to help in determining) the location of

the mapping device.

In addition to this, a link between the robotics and geomatics community was established
where briefly the similarities and differences were outlined in terms of handling the navigation
and mapping problem. Albeit many differences, the goal is common: developing a
“navigation and mapping system” that is not bounded to the limits imposed by the used

Sensors.

Classically, terrestrial robotics SLAM is approached using LASER scanners to locate the
robot relative to a structured environment and to map this environment at the same time.
However, outdoors robotics SLAM is not feasible with LASER scanners alone due to the
environment’s roughness and absence of simple geometric features. Recently in the robotics
community, the use of visual methods, integrated with inertial sensors, has gained an
interest. These visual methods rely on one or more cameras (or video) and make use of a
single Kalman Filter with a state vector containing the map and the robot coordinates. This
concept introduces high non-linearity and complications to the filter, which then needs to run

at high rates (more than 20 Hz) with simplified navigation and mapping models.

In this study, SLAM is developed using the Geomatics Engineering approach. Two filters are
used in parallel: the Least-Squares Adjustment (LSA) for feature coordinates determination
and the Kalman Filter (KF) for navigation correction. For this, a mobile mapping system
(independent of GPS) is introduced by employing two CCD cameras (one metre apart) and
one IMU. Conceptually, the outputs of the LSA photogrammetric resection (position and

orientation) are used as the external measurements for the inertial KF. The filtered position



and orientation are subsequently employed in the Photogrammetric intersection to map the
surrounding features that are used as control points for the resection in the next epoch. In
this manner, the KF takes the form of a navigation only filter, with a state vector containing
the corrections to the navigation parameters. This way, the mapping and localisation can be

updated at low rates (1 to 2 Hz) and use more complete modelling.

Results show that this method is feasible with limitation induced from the quality of the
images and the number of used features. Although simulation showed that (depending on
the image geometry) determining the features’ coordinates with an accuracy of 5-10 cm for
objects at distances of up to 10 metres is possible, in practice this is not achieved with the

employed hardware and pixel measurement techniques.

Navigational accuracies depend as well on the quality of the images and the number and
accuracy of the points used in the resection. While more than 25 points are needed to
achieve centimetre accuracy from resection, they have to be within a distance of 10 metres
from the cameras; otherwise, the resulting resection output will be of insufficient accuracy
and further integration quality deteriorates. The initial conditions highly affect SLAM
performance; these are the method of IMU initialisation and the a-priori assumptions on error
distribution. The geometry of the system will furthermore have a consequence on possible

applications.

To conclude, the development consisted in establishing a mathematical framework, as well
as implementing methods and algorithms for a novel integration methodology between vision
and inertial sensors. The implementation and validation of the software have presented the
main challenges, and it can be considered the first of a kind where all components were
developed from scratch, with no pre-existing modules. Finally, simulations and practical tests
were carried out, from which initial conclusions and recommendations were drawn to build

upon.

It is the author’s hope that this work will stimulate others to investigate further this interesting

problem taking into account the conclusions and recommendations sketched herein.



Résumeé
La navigation inertielle assistée par limagerie progresse grace a ses nombreuses

applications potentielles. Au cours des derniéres décennies, I'intégration de capteurs inertiels
et vidéo fut le monopole de lindustrie militaire, en raison de sa complexité et de son
colt élevé. Avec les avancées technologiques, davantage de moyens devinrent accessibles

pour la recherche et pour la réalisation d’applications variées.

Dans cette thése, un systéme de cartographie par navigation inertielle assistée par imagerie
fut développé pour des zones ou les signaux satellitaires sont hors de portée, par exemple :
a l'intérieur de batiments, dans des tunnels, des canyons urbains, des foréts, etc... Dans ce
cadre, une méthodologie sur lintégration de capteurs inertiels et vidéo fut présentée,
analysée et testée lorsque la seule information disponible au départ est un ensemble de
points connus en coordonnées (sans disponibilité de signaux satellitaires), en utilisant la
méthode de la localisation et de la cartographie simultanées (SLAM). Cet acronyme est
utilisé dans le domaine de la robotique pour décrire la problématique de la cartographie de
I'environnement en utilisant cette carte pour déterminer (ou tout au moins aider a déterminer)

la position de la plateforme cartographique.

En outre, un lien entre les communautés de la géomatique et de la robotique fut établi tout
en soulignant les similarités et les différences avec lesquelles les dites communautés traitent
le probléme de la cartographie et de la navigation. En dépit de nombreuses divergences, leur
but est unique : le développement d'un systéme de navigation et de cartographie qui n'est
pas limité par des contraintes imposées par les capteurs utilisés. Traditionnellement,
I'implémentation du SLAM en robotique terrestre implique l'utilisation de scanners laser pour
localiser un robot dans un environnement construit, et pour cartographier cet environnement
en méme temps. Cependant, le SLAM de la robotique n'est pas réalisable en extérieur avec
les seuls scanners laser, en raison de la complexité de cet environnement et de I'absence
d'éléments géomeétriques simples. Dans la communauté de la robotique, I'utilisation de
l'imagerie, intégrée avec des capteurs inertiels, a récemment connu un regain d'intérét. Ces
méthodes visuelles reposent sur (au moins un) appareil photo numeérique ou une caméra
vidéo, et utilisent un seul filtre de Kalman dont le vecteur d'état contient les coordonnées de
la carte et du robot. Ce concept introduit une forte non-linéarité et complique le filtre, qui doit
étre exécuté a une fréquence élevée (plus de 20 Hz) avec des modéles de navigation et de

carte simplifiés.

Dans cette étude, le SLAM est implémenté selon la stratégie de l'ingénierie géomatique.
Deux filires sont déployés en parallele : l'ajustement par moindres carrés pour la

détermination des coordonnées des éléments d'intérét, et le filtre de Kalman pour la



navigation. Pour ce faire, on introduit un systéme de cartographie mobile (indépendant de
GPS) qui emploie deux caméras CCD (distantes de 1 m) et une plateforme inertielle. Du
point de vue conceptuel, les résultats d'un relévement photogrammétrique a l'issue d'un
ajustement par moindres carrés (position et orientation) sont utilisés comme mesures
externes du filtre de Kalman. Les position et orientation filtrées sont ensuite utilisées dans
une intersection stéréoscopique compensée pour cartographier les éléments environnants
qui sont utilisés comme points de contréle pour le relevement a la prochaine époque. De
cette maniére, le filtre de Kalman est uniquement dédié a la navigation, avec un vecteur
d'état contenant les corrections des paramétres de navigation. Ainsi, la localisation et la
cartographie peuvent étre mises a jour a des fréquences moindres (1 a 2 Hz) et reposer sur

une modélisation plus aboutie.

Les résultats obtenus démontrent que cette méthode est exploitable sans subir les limitations
liées a la qualité des images et au nombre d’éléments utilisés. Bien que la simulation montre
la possibilité de déterminer (en fonction de la géométrie de I'image) les coordonnées
d’éléments d’intérét avec une précision de 5 a8 10 cm pour des objets distants d’au plus 10
m, en pratique, cela n’est pas réalisé avec le matériel et la technique de mesure pixellaire
employés. La précision de la navigation dépend aussi bien de la qualité des images que du
nombre et de la précision des points utilisés dans le relevement. Plus de 25 points sont
nécessaires pour atteindre une précision centimétrique par reléevement, et ils doivent étre
choisis dans une zone de 10 m autour des cameéras ; sinon, les résultats du relévement
auront une précision insuffisante et l'intégration ultérieure se détériorera rapidement. Les
conditions initiales surtout affectent significativement les performances du SLAM ; ces sont
les méthodes d'initialisation de la plateforme inertielle et les hypothéses sur la distribution
des erreurs. La géométrie du systeme aura en outre une conséquence sur les applications

possibles.

Pour conclure, le développement a consisté en la définition d’'un cadre mathématique, de
méthodes d’implémentation et d’algorithmes concernant une technologie d’intégration
novatrice entre des capteurs inertiels et vidéo. Les principaux défis résidéerent dans
I'implémentation et la validation du logiciel développé. Ce dernier peut étre considéré comme
le précurseur d’'une nouvelle catégorie : il fut écrit a I'aide d’'un code totalement original, sans
recours a des modules préexistants. Finalement, la réalisation de simulations et de tests

pratiques a conduit a I'émission de conclusions liminaires et de recommandations.

L’auteur souhaite vraiment que ce travail stimule une recherche approfondie dans cette
problématique intéressante, tenant compte des conclusions et des recommandations

ébauchées ici.
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1 - INTRODUCTION

This work aims at two different communities: Geomatics and Robotics. Despite the apparent
differences between these two disciplines, they have nevertheless many aspects in common
when mobile robots are involved. Mobile robots are machines that — autonomously — move to
complete a task. In a typical challenging situation, when a robot works in an unknown
environment, it ought to know its own location (to navigate), and the locations of the
surroundings (to map). While Robotics is about designing smart machines, Geomatics
Engineering is, among other things, the science of map-making, which includes positioning
and navigation. The complementarities and common aspects between the two disciplines are
the motivation for this work. It is hard to please two distinct communities, and it is even
harder if these communities are scientific. Therefore, some parts of this work may look
familiar to one community but novel to the other. Yet, the author hopes that this is essential
to set collaboration between two important disciplines (that have so much in common) for an

advance in both.

1.1 - Problem statement

The aim of this work is to develop a localisation methodology for mobile mapping systems

based on the fusion of inertial and image data.

To perform this task, a terminology from the robotics community is borrowed: SLAM —
Simultaneous Localisation And Mapping. SLAM is a task for a mobile robot that draws a
map and simultaneously uses the map to locate itself. However, to draw a map, the position
of the robot has to be known and (usually) for the robot to know its position it has to have a
map. Thus, positioning is solved by sequential localisation and mapping that take place

simultaneously.

The concept of SLAM is shown in Figure (1-1) for the case of a pair of cameras. At epoch k,
the vehicle localises itself by knowing the relative displacement with respect to the “crossed”

targets; consequently, when this is done, the vehicle can determine the position of the
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assigned “circular” targets. At epoch k+1, the vehicle moves to another position and it uses
the already determined targets at epoch k to locate itself and then in turn to determine the

positions of the “circular” targets. This procedure continues with epoch k+2 and so on.

SLAM (or CML: Concurrent Mapping and Localisation) was first introduced by Smith, Self,
and Cheeseman (Smith and Cheeseman, 1985; Smith et al., 1990 ) through seminal papers
that presented a statistical framework for simultaneously solving the mapping problem and

the induced problem of localising the robot relative to its growing map (Thrun, 2002).
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Figure 1-1: SLAM concept

Theoretically, this task can be solved by passive vision as conceptually depicted. However,
this is often practically difficult to achieve, and therefore additional sensors need to be

employed. An Inertial Measurement Unit will accompany the vision sensors in this work.
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In this research, the localisation aspect of SLAM is studied and solved using Geomatics
Engineering modus operandi. To understand the methodology followed in this work, it will be
helpful to comprehend the differences in methods and technologies used in these two distinct

(albeit complementary) scientific fields: Geomatics and Robotics.

1.2 - Geomatics and Robotics — The First Link

Geomatics Engineering is an interdisciplinary field with many branches ranging from Earth
sciences on a global scale to the determination of boundaries on a local scale, passing
through other engineering disciplines like electronics, mechanics, communication, and

information technology.

The most important product of Geomatics Engineering is a map. There are different
approaches to map-making and among the many, the one that makes use of accurate

navigation and positioning is the focus of this research.

In such map-making, the knowledge of the mathematical and physical characteristics of the
planet Earth is vital, such as its shape, size, weight, rotation rate as well as gravitational and
magnetic fields. These factors directly affect accurate navigation and positioning, and

therefore their accurate knowledge is essential.

In navigation and positioning, electronic and optical-mechanical instruments are used. These
could be any, or a combination of: artificial satellites, cameras, laser scanners, gyroscopes

and accelerometers, odometer, total-station, compass, mobile-phone networks, etc.

Navigation is the science of planning and management of moving subjects and objects that

answers the following subsections: Where? When? How?

The answer to the first question lies in localisation, i.e., in 3-D coordinates and orientation.
The answer to the second is found in timing. The 3-D coordinates, the orientation, the time
and a map are the answer to the third question, because these variables can draw the path
of the movement. Therefore, the core elements of localisation are: three coordinates in a 3-D
reference frame (X, Y, Z or ¢, A, h), three angular rotations (roll, pitch and yaw) and the time

(t). Moreover, the core of navigation is the interaction between the localisation and the map.

Navigation (and positioning) has been of interest to mankind since it had first set to move. In
the course of history, navigation passed through an ample of forms and methods: from
navigating oneself and locating other subjects and objects, to training a machine to localise
itself and to navigate in known and/or unknown environments via an artificially intelligent

design.
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First navigators used landmarks as topological means to navigate. Celestial methods
followed. The combination of celestial methods and the magnetic compass ruled the
navigation arena for several centuries until time was incorporated with the marine
chronometer developed by John Harrison (Sobel, 1996) in the sixteenth century. In the
twentieth century, ground-based radio navigation was developed along with deduced
reckoning and inertial methods. Currently, space-based radio navigation achieves a
monopoly over ground-based radio navigation in many situations, although aviation still relies
also on ground-based radio navigation. Nevertheless, due to the limits in the space-based
radio navigation, its integration with deduced reckoning and inertial methods is inevitable in

some applications.

Maps, on the other hand, are graphical/digital representations of the features of the
environment in some datum and projection. Depending on the type and size of the
environment and on the required map, a mapping method is chosen. In this study, terrestrial

close range photogrammetry is the mapping method used.

Mapping System is the term used to describe a set of tools and methods that perform
mapping. Mobile Mapping Systems are those systems that equip navigation systems that

allow mapping while moving.

Navigation and mapping systems are of a great importance for mobile robots, without which
an autonomous exploring robot cannot do its job. The applications of a mobile robot are
abundant, but one of the most important is: going to and exploring places where no man is
safe to do. These robots do not reach the perfection by only having a good navigation and
mapping system. The navigation and mapping system is only a part of an integrated system
that combines control, artificial intelligence, dynamics, sensing, vision, learning, estimation
methods, etc. It is even hard to tell which of these is more important since they all work as a
team, benefiting from each other’s contribution. Yet, it can be said that a navigation and
mapping system is a core element to these robots. The extraterrestrial missions to Mars and
the placement of rovers on its surface are good examples of the use of these robots. A map
of the surrounding environment of the robot is essential for the robot to perform manoeuvres

and in turn to complete its scientific mission

1.3 - Navigation and Mapping System in Geomatics

Navigation involves the above-mentioned processes in real time, but in this work, it will refer
to trajectory determination in an off-line mode. In the geomatics literature, this is called

“Kinematic Geodesy”.
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The navigation systems usually consist in a Global Positioning System (GPS) receiver — and
antenna — integrated with an Inertial Measurement Unit (IMU) to determine the position and
attitude of the mapping system. The research conducted in Geomatics Engineering in
GPS/IMU navigation is enormous, where it started in the late seventies when GPS was first
realised (for example see, Cox, 1980). Publications in this field are vast and they cover every
aspect of this integration; to name a very few: Grewal and Weill, 2002; Schwarz, 1986;
Skaloud, 1999; Shin, 2005. The GPS/IMU is not only used for navigation, but also for the
determination of the Earth’s gravity field (Knickmeyer, 1990, Schwarz, 2000; Bruton, 2001;
Bayoud, 2002).

The GPS/IMU integration provides the position and attitude of the moving vehicle. The IMU
consists of a triad of accelerometers and gyroscopes that measure the vehicle’s
accelerations and rotation rates, respectively. The accelerations are integrated twice and the
rotation rates are integrated once to provide the displacement of the vehicle. The rotation
rates are also used to determine the attitude of the vehicle with respect to a reference
system. Since these systems suffer from biases and drifts in their accelerations and rotation
rates, their solution degrades fast with time. To control this degradation, GPS is integrated
with an IMU in a Kalman Filter to determine an optimal position and attitude and to provide a

better knowledge on the biases and drifts of the IMU.

The accuracy achieved from this integration depends on the quality of the IMU used. IMUs
are classified into Navigation, strategic, tactical, and automotive grade. Currently, the
tactical-grade IMUs are widely used in navigation and mapping (Skaloud and Vallet, 2005;
Vallet and Skaloud, 2004; Tomé, 2002; Petovello, 2002; to name a few), where it guarantees
an accuracy of few centimetres in position and half an arc-minute to an arc-minute in attitude.
In case of GPS signal loss, the tactical-grade IMU can run for a couple of minutes without
degrading the navigation solution to an unacceptable level. Automotive grade IMU are also
used in a few mapping systems; the disadvantage of these systems is that their solution
degrades very fast when GPS is not available, and their error can reach several tens of

metres within a couple of minutes (Shin, 2001).

Mapping can be done by photogrammetry, where images taken from at least one camera are
geometrically analysed. (LASER scanners are also used, but are still in the testing stage.)
When the scene is pictured by a stereo-pair of photographs, the mapping process involves

three phases:

— Localisation and Orientation by Resection: the position and attitude (exterior

orientation parameters, EOP) of an image are determined by having at least three
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points with known coordinates (Ground Control Points, GCP) in the object frame as

well as in the image frame;

— Transfer of homologous points by intersection: two images with known exterior
orientations parameters are used to determine the coordinates in the object frame of

points found on both images simultaneously, employing the principle of stereovision.

— Restitution: where the actual mapping takes place by drawing the features, contour

line, borders, surfaces, etc.

Thus, resection is used for localisation and orientation, and intersection is used for
determining features’ coordinates; by combining these two problems aero-triangulation (AT)
is accomplished. Before the realisation of the GPS/IMU integration for the direct
georeferencing (Skaloud 1999, Colomina, 1999), the mapping industry relied mainly on the
AT and Bundle Adjustment (Triggs et al., 2000) by making use of GCPs.

Mapping systems are employed in aircrafts as well as in land vehicles. Airborne systems
usually employ a high quality camera and/or a LASER scanner for mapping, and IMU/GPS
integration for the determination of the location and orientation (georeferencing) of the
images. An example of the airborne systems is an innovative hand-held system that was
developed at the Swiss Federal Institute of Technology in Lausanne that utilises a tactical-

grade IMU, a GPS, a high-definition camera, and a laser scanner (Skaloud et al., 2005).

Terrestrial systems are similar to their airborne counterparts with a difference that more than
one camera might be used (EI-Sheimy, 1996); these systems are the standard ones used

now in the mapping industry.

The sensors used for the location and orientation can be a combination of IMU/GPS,
odometers, compasses, etc. Another example of terrestrial mapping systems is a hand-held
system consisting of a GPS, compass, and a camera was developed in 2001, with which

small and quick surveys are accomplished (Ellum, 2001).

The estimation methods in Geomatics are mainly the Kalman Filter (Kalman, 1960) and the
Least Squares Adjustment (Bjerhammar, 1973; Mikhail, 1976). Kalman Filter has been the
focus of research in Geomatics Engineering in the 1980’s and 1990’s, where centralised,
decentralised, federated, adaptive filters were analysed and compared (Wei and Schwarz,
1990; Gao et al., 1993).

LSA has been the monopolistic estimation method for Geomatics Engineers for more than
200 years. LSA usage ranged from adjusting simple geodetic networks to computing the

orbits of satellites (e.g., see Moritz, 1980).
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In mobile mapping system, the two filters go along each other. The navigation parameters
are determined by Kalman and LSA and are then used for feature coordinates determination
by LSA.

Newly, other estimation and filtering methods have been surfacing, for example, neural
networks (Chiang, 2005) and wavelets (Nassar, 2003). These investigations are still in their

infancy and their effectiveness is still under scrutiny.

As in the case of this work, positioning/localisation can be done by vision employing the
method of resection. Chaplin and Chapman (1998) and Chaplin (1999) studied the possibility
of using the position of known features to estimate the position of the camera. Their attempt
stopped at that stage without going further to exploit any integration with other sensors.
Recently, other studies start to surface using images to position the mapping vehicles. Two
of these studies were presented in the latest conference on Optical 3-D Measurement
Techniques held in Vienna. The first (Forlani et al., 2005) uses a sequence of images to
georeference the mapping van for 15 s (300m) trajectory, where they concentrated on
feature automated extraction and robust removal of mismatches; however, they have not
used the information from the IMU. The intersection-resection problem is solved by taking the
relative orientation between the two cameras into account. Although this aids in the
automation of finding the targets, it will render the system useless when one of the cameras

malfunctions.

The second study (Horemuz and Gajdamowicz, 2005) is similar to what this work is about,
yet they are using a single camera and the system seems to be handheld. Nevertheless,
from the paper and later discussion with one of the authors no clear picture could be
extracted on their methodology of integration in Kalman Filter. In this paper also, feature

extraction was done in an automated procedure.

Other studies used photogrammetric localisation in industry, but this was limited in using one
stationary camera to localise moving objects (El-Hakim et. al, 1997; Blais et al., 2001; B6hm
et al., 2001). Hofmann-Wellenhof et al. (2002) describes briefly the use of photogrammetry

as a navigation method, but no further discussion was made.

1.4 - Navigation and Mapping Systems in Robotics

There is a plethora of navigation and mapping systems in the robotics community. The

reader can consult Thrun (2002) for a general survey on robotic mapping.

Classically, terrestrial robotics SLAM is approached using LASER scanners to locate the

robot relative to a structured environment and to map this environment at the same time.
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LASER scanners have shown to be very good tools where the accuracy of localisation is
within the centimetre level. However, outdoors robotics SLAM is not feasible with LASER
scanners alone due to the environment’s roughness and absence of simple geometric

features. Recently, the use of cameras (and videos) has gained an interest.

Inertial systems, IMU, GPS, compasses and odometers are widely used in the robotics

community as navigation sensors; however, mostly localisation is solved in 2-D space.

A survey of recent publications shows an augmented interest in the use of cameras and
inertial sensors; this is due to the advancement in the hardware and software. It is hard to
choose a list of publications due to the huge amount of production; for this, reference will be
made on journal papers and theses. Concerning proceeding papers, one can consult the

IROS conferences and the IEEE publications.
A quick look can classify these systems into two categories:

— Indoors: the indoor robots are supported by laser scanners, odometers, MEMS, and

recently cameras.

— OQutdoors: the outdoors robots can be classified as terrestrial, airborne, and

underwater. Mainly, these robots are supported by cameras, IMU and GPS.

In the robotics community, lots of effort is directed towards full automation; and thus one can
see many publications on the possibility of automated pixel tracking on images and real time
navigation and mapping (Jung, 2004). As for the estimation methods, Kalman Filter is widely

used and it will be discussed in the next Section.

The interested reader can go through the following list of publications: Masson et. al (2003);
Nebot and Durrant-Whyte (1999); Sukkarieh (2000); Huster (2003); Davison (1998); Wheeler
(1996); Ronnback (2000); Guivant (2002); Knight (2002); Bosse (1997); Csorba (1997);
Newman (1999); Machler (1998); Majumder (2001); Williams (2001); Jung (2004); Bailey
(2002); Tomatis (2001); Lemon (2005); Groves et al. (2004); Martinelli (2002). The reader
can also look at the two special issues of the Journal of Robotic Systems (Volume 21, issues

1 and 2, 2004) that is devoted to the topic of “Integration of Visual and Inertial Sensors”.

The differences with the Geomatics methodology of mapping and navigation will be pointed

out in the next Sections.

1.5 - Geomatics and Robotics — The Second Link

The difference between Robotics versus Geomatics Engineering arise from the global

understanding of Geomatics Engineers about localisation and mapping, where the
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applications are not limited to indoors and/or to small areas, but rather the whole planet is
concerned. For Geomatics Engineers, coordinates are meaningless if they are not linked to a
global reference frame and maps are useless if they only represent an area without the
possibility of linking it to other areas. Three-dimensional perception is very essential for the
Geomatics community, where the vertical component is as important as the other two

horizontal components (not to mention the fourth dimension of Geomatics, time).

Mapping in the Geomatics community has to give a clear image of the surrounding. It is
important to know if the object is a tree, a power column or a traffic post, or whether the other

object is a fence or a house wall, or if this structure is a house, a building, or a factory, etc.

For Geomatics Engineers, a geographically referenced object does not mean much if it is not
associated with information about its nature. Therefore, Geomatics Engineers do not only
navigate and map to accomplish a certain task, but also acquire information about the

mapped objects to determine spatially referenced databases for many needs.

From what is revealed from the publications done by the robotics community, the solution is
usually simplified by forcing some postulations that apply to small scale SLAM, e.g., 2-D
localisation, ignoring offsets and angle transformations and not contributing for different
reference systems. It is clear that these simplifications do not affect the 2-D SLAM; however,
this is not the case when working on 3-D SLAM. If one takes for example the study done by
Kim and Sukkarieh (2003) — which is very close to this work — it can be argued that the
navigation modelling is not complete for large scale 3-D SLAM; moreover, the mapping

modelling is correct for LASER scanning and not for frame images.

In addition to this, SLAM solutions compute the features coordinates using Kalman Filter
(Thrun, 2002). Conceptually this is an interesting problem, but practically it is problematic
due to the simplification forced on the models; in addition, if estimation methods other than
the Kalman Filter are used, the correlations between the location of the vehicle and the map
cannot be taken into account. Moreover, as more features are mapped, the state vectors
becomes bigger and bigger thus increasing the possibility of the filter divergence. Despite the
fact that this concept contributes for the important correlations between the features’
coordinates and the mapping device coordinates, these contributions do not affect the overall

results as was shown in Martenilli and Siegwart (2005).

The methodology proposed here to solve the SLAM is by using the Photogrammetric
resection outputs — computed by LSA — as the INS Kalman Filter external measurements to
compute a filtered position that is used in the photogrammetric intersection to determine the

feature coordinates by LSA.
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The Kalman Filter (KF) used here is similar to that of navigation applications where
traditionally the IMU provides data for the prediction and the GPS (and other positioning and
orientation sensors) are used for the update. Nevertheless, instead of using the GPS, the
outputs from photogrammetric resection (EOP) will be used as updates. In this way —

contrary to the robotics SLAM KF — the SLAM navigation KF proposed here:
— Operates at the frequency of the update (e.g., 1 or 2 Hz), and

— Its state vector size is kept constant and small (e.g., 15 states) with homogeneous

states that guarantee rapid convergence.

In addition, by separating the two filters a rigorous integration is achieved between the vision

and inertial sensors using complete modelling.

1.6 - Behaviours, Sensors and Application Themes
Figures (1-2) to (1-4) show the pipelines that define Application Themes of the system, used

Sensors and system’s Behaviours.

The system is for localisation/navigation using an unknown metric map that can be run on-
line and off-line. The system is as well a mapping system that uses the photogrammetry

either with one or two cameras employing the property of stereovision (Fig. 1-2).

Behaviours —|—— Localisation <|: Map-based 17 Unknown On-line
Path Map-less || Pre- L Off-line
planning determined
Obstacle — Topological
avoidance

. — Metric
L Mappin I
I LASER
scanning Monocular
Photogrammetry [ |
Binocular

Figure 1-2: Behaviours of the system
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In the navigation and mapping systems, there is a plethora of choices of sensors; but mainly

they are classified according to Figure (1-3). Of these, the system in this work uses vision

and inertial.
Sensors |
Range GNSS Vision Inertial
LASER,
Sonar, Infra-
red

Figure 1-3: Used sensors

As for the applications envisaged for this system, they are mainly concerned with Mobile
Mapping Systems (MMS) and robotics. Figure (1-4) shows explicitly the different

applications’ branches.

Robots
Indoors MMS
Wheelchairs
Applications __|
Airborne
MMS
Qutdoors Terrestrial
Robotics
Underwater

Figure 1-4: Applications of the system
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Figure 1-5: Navigation methods

Figure (1-5) shows the disadvantages of each of the navigation methods that could be used
and the advantages of integrating them. (In Figure (1-5), ranging sensors are considered as
vision sensors.) This figure is self-explanatory, where it is obvious that integrating two or

three of these navigation methods will provide with the best-case scenario.

Automated feature extraction and object recognition are two essential parts of any MMS,
which are so far considered to be the main obstacles in mobile mapping. Yet, these issues
are not discussed in this work due to the complexity and huge effort that they require, where

they merit an independent study.

1.7 - Photogrammetry Alone Solving SLAM

By looking at the phases of map-making, one can observe that photogrammetry by itself is a

SLAM solution. An obvious question is: why an IMU is needed?
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Figure 1-6: A possible environment where an IMU is needed

Consider Figure (1-6). This is a typical environment, where the robot manoeuvres between
rooms A, B, C and D. As long as the robot takes the positions depicted in the solid symbol,
an IMU might be considered as superfluous. However, when the vehicle is located in

situations similar to those depicted in the dashed symbol:
— The field of vision of the cameras is too narrow, or

— The number of known points is insufficient.

If the cameras were to take images with a high frequency, e.g., greater than 20 Hz, the two
points above might be obsolete; however, would the solution be reliable considering the
narrow field of vision that would be created? In addition, depending on the geometry of the
system, images at 20 Hz will not guarantee a problem-free solution, especially when objects

are far away from the cameras.

Nevertheless, Chapter 2 will contain a derived solution of SLAM by photogrammetry, where

this procedure requires certain points to consider:

— Recursive LSA: the LSA solution of the epoch k-7 is used as observations for epoch
k,

— Correlations between measurements and unknowns are carried from one epoch to

the other.
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In addition to this, the IMU-derived position is likely to facilitate the connection between the
photographs so that the search region in the different images for feature pixel tracking is

minimised. This is important when the same feature needs to be tracked on different images.

1.8 - Work Contribution

In this work, a vision-based inertial navigation system was developed for a mobile mapping
system. Although such systems already exist in the robotics community, the contribution of
this work lies in proposing and testing a novel methodology for a rigorous integration

between vision and inertial sensors by using complete modelling.

Image-based bridging techniques were proposed in geomatics engineering at the end of the
last decade; however, these techniques did not go as far as the integration with IMU in a

Kalman Filter.

In addition to the novel concept of this integration, a detailed derivation of recursive LSA
through interchanging resection and intersection was presented to solve SLAM by
photogrammetry alone. To the knowledge of the author, this derivation is introduced for the

first time.

Extensive and from-scratch programming was necessary for this work. Although SLAM
codes are abundant in the robotics community, they were inadequate for this work. To test
the methodology, a SLAM program was written (in MATLAB®) using the following modules,
in addition to the main program: INS mechanisation equations, LSA resection, LSA
intersection, Kalman Filter and Boresight and leverarm computation. Planning, writing and
testing the main program and its accompanying modules took a large portion of the time
dedicated for this work because no modules pre-existed beforehand and thus everything had
to start from the scratch. (The image acquisition and synchronisation codes were

appreciatively written by Dr. Jan Skaloud.)

1.9 - Work Outline

The work is organised as follows.

The Second Chapter covers Photogrammetry and its positioning solution for SLAM. The
mathematical models and the least-squares adjustment of resection and intersection are

shown along with their error analyses.
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The Third Chapter discusses the instrumentation used for photogrammetry. The design of
the system by analysing the choice of the focal length and stereo-base is examined. The last

Section of this chapter studies the camera calibration.

The Fourth Chapter analyses the Inertial Navigation Systems (INS). The mechanisation
equations are presented and the INS system errors are analysed, which is later used in the
Kalman Filter. The last Section treats the quality if the IMU used in this work and the

possibility of auto-initialisation (gyro-compassing).

In the Fifth Chapter, the positioning methodology via integrating vision and inertial sensors is
presented. In this Chapter, the different reference systems transformations and system

calibration are introduced and the appropriate equations are derived.
In Chapter 6, the methodology is tested and results are discussed.
Chapter 7 draws conclusions and suggests recommendation for future work.

Finally, Appendix A shows the full solution of the two photogrammetric problems in terms of
quaternions, Appendix B has the calibration solution of the two CCDs, Appendix C shows the

photos that are used in the test and Appendix D has detailed tables determined in Chapter 6.
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2 - CLOSE-RANGE PHOTOGRAMMETRY
SOLVING SLAM

2.1 - Introduction

The link between photogrammetry and SLAM is established in this chapter. This relation has
not gained much attention until lately due to the fact that SLAM, among other things, requires
automation, which is far from reality in photogrammetry. Many attempts are directed towards
the full automation of photogrammetry, but still falling short due to the need of a high level of

artificial intelligence.

Having in mind that it is only a matter of time to reach full automation, an investigation on

SLAM from the Geomatics point of view is essential.

This chapter covers the functional mathematical model and formulation of photogrammetry,
by which the two main problems of photogrammetry — namely Resection and Intersection —
are solved in a Least-Square Adjustment frame. The last Section concentrates on the

recursive mode for solving SLAM trajectory using resection and intersection.

2.2 - Definition of Photogrammetry

According to the International Society of Photogrammetry and Remote Sensing (ISPRS):
“Photogrammetry and Remote Sensing is the art, science, and technology of obtaining
reliable information about physical objects and the environment through the processes of
recording, measuring, and interpreting imagery and digital representations thereof derived

from non-contact sensor systems.”

The two terms, Photogrammetry and Remote Sensing, passed through many stages of
controversial definitions and connotation until the ISPRS in 1992 gave the definition stated

above.
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Reliable information here is defined by its geographical location, so that it can be correctly
represented on a geographic information medium, i.e., a map. For the Geomatics
community, photogrammetry is a mapping technique, by which images of the real world are
analysed mathematically — after being recorded, processed, and interpreted — and
coordinates of physical objects and of the environment, found on the images, are determined

in a reference frame.

There is a broad range of categories in photogrammetry: airborne, terrestrial and close-range
with vertical, nearly vertical, oblige and horizontal exposures. Close-range terrestrial
photogrammetry and horizontal exposures are dealt with in this work. The mathematical
principles of photogrammetry are known and in general, they apply to all previously

mentioned categories.

2.3 - Mathematical Model in Photogrammetry

The relation between the image and the objects are derived from the physical assumption
that the perspective centre, the object and its image are collinear (Figure 2-1). This relation

gives the following functional model per point (ASPRS, 2004):

F(x)s—x+x0—cR”(X_XO)+R12(Y_Y°)+R13(Z_ZO)=—x+x0—c—:0
R31(X—=Xg)+R32(Y =Y )+R33(2-Z0) 2.1)
Ro1(X=Xg )+ Ry (Y =Yy)+Rys(Z2-20) '

Fy)=-y+yy, —c—=2 0/ 22 =—y+y,-Cc—=0

v) ° Ra1(X=Xo)+Raz(Y = Yo )+Ra3(Z-2Z,) °

where

X,y are the photo-coordinates in the image frame
X,Y,Z are the coordinates in the object frame

c is the focal length of the camera

Xo,Y,,Z, are the coordinates of the perspective centre in the object frame

Xo ,Yo are the photo-coordinates of the principal point that is the projection of the

perspective centre to the image plane. Theoretically, it has to coincide with the

centre of the image frame, but in reality it does not

Rj’s are the elements of the rotation matrix between the image and object frames,

based on Euler angles: roll w, azimuth a, and pitch «
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y
D Image space Xo J p
Y

O: Perspective centre

p: Principle Point

X, Y, Z: object space coordinates system

x and y: image coordinate system

Xo and Yyo: coordinates of the projection point
of the Perspective centre to the image plane
e A:an object

e a: A’simage

Object space

Figure 2-1: General Image Geometry

The rotation matrix Ry, links the image coordinate system to the mapping reference system,

which is chosen to be an East-North-Up (ENU) system, as follows (A being the scale):

X —Xq X=Xy
y=Yo |=2RE| Y=Y
-C Z-7Z,

To go from ENU to the image coordinate system (Figure 2-2), a sequence of rotations is

carried out as follows (Dermanis, 1990; P. 233):

A rotation of 90° around the X-axis: R1(900)

— Arotation of —a around the Y-axis: R, (- a)

A rotation of ®» around the X-axis: R4(w)

A rotation of x around the Z-axis: R;(k)

Thus, the overall rotation is:

Rm =R (k)R4(w)R, (- O‘)R1(90°)
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COSKCOS O + sinksinwsina COSKSIiNna — SinKsSinwcosa  SinKcosw
Rf, =| - sinkcosa + cosksinwsina - sinksina — CoSKSiNWCcosSa  COSKCOS W
coswsina —coswcosa —sinw

Of course there are other rotation sequences that can be followed, and there is really no

central reason why to choose one among the other as long as no singularity is produced.

90° ©

Figure 2-2: Transformation sequence between ENU and image systems

To avoid singularities in computing the rotation angles from Rp,, a quaternion solution can
be suggested. Appendix A shows the development of this chapter in terms of quaternions.
In photogrammetry, two terms are distinguished: interior and exterior orientation. The first

term embraces the focal length and the coordinates of the projection of the perspective

centre to the image plane: c,X,,y,. The Exterior Orientation Parameters (EOP), on the other

hand, is the set of the coordinates of the perspective centre in the object frame and the three

rotation angles: X,,Y,,Z,,o,0,K.

In this chapter, all the vectors and matrices (Bold) headed by a prime (e.g., X") refer to the

resection and all those headed by two primes (e.g., X") refer to the intersection.
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2.4 - Resection

Equation (2.1) is the fundamental mathematical model of photogrammetry describing the
relationship between the image and the object coordinate systems. With this model, one can
solve the basic problems of photogrammetric mapping, namely: the resection and the

intersection, which when merged together form the photogrammetric triangulation.

Image space

_____ > (Xi-Xo, Yi=Yo, -¢) OR (x;, i, €)

Objects space

Perspective centre
(0,0,0)

/ o Z
on ond X, Y, Z)

(X(lv Y09 Z09 o, o, K)

Figure 2-3: Resection Problem

With the problem of resection (Figure 2-3), the EOP of an image are determined by having at
least a set of three points whose coordinates are known in the object frame as well as in the
image frame; these points are called Ground Control Points (GCP). Therefore, in the problem

of resection the known, unknowns and measurements are:

Measurements: X, Y;,Z;, x;,y; i=1---n; Unknowns: X,,Y,,Z,, o0,k

In the resection, there are six unknowns; for the system of equation to be solved, at least six
equations are needed. A minimum set of six equations is used through measuring the photo-

coordinates, (xi,yi), of three GCPs. When over determined, which is the case all the time,

the resection is handled in the frame of LSA.

2.4.1 - Resection by Least-Squares Adjustment
To solve the resection, we consider the following vectors. The vector of the unknowns:

X=X, Yo Z, w a k]
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is computed by:
(o]
x' =X+ 8x’ (2.2)

o
where x' is the vector of the approximate values of x' (computed with a minimum of 3
GCPs):

0 [¢) [o) o o o o T

x’={Xo Yo Zo w a Ki|
and &x’ is the computed vector of corrections by LSA:

&x'=[6X, &Y, dZ, dw da k[
The vector of observables is:

y=Dove Xo Y Zy oox oy X Y, ZT

Having the above vectors, 8x’ is computed through solving the following linear equation:
Adx' +BVvV' +w' =0 (2.3)
v’ is the vector of errors. The misclosure vector w' = F(;()', y'} . The LSA solution of Equation
(2.3)is:

&x' =N""U, (2.4)
with N =ATMA’, U=A"M"w, M =BC,B"

C, is the variance-covariance matrix of the observables that takes the following form:
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o2, 0 0 0 0 0 0
c 0 0 0 0 0 0
Y1
2 P ~
GXx; OXqY; OSXx4z4 v U Sxx, OXxiY, OX4z,
2
Sy, Sv,z, 0 0 OSvixp  OVYqy, ©Ovyz,
2
Gz, 0 0 Gz:X, ©Szyv, ©9z4z,
oz, 0 0
SYM. s 0
2
O X, XnYn XnZn
2
SYn  OYqz,
2
L Oz,

45nx5n

Matrix A’ is the first design matrix (Jacobi matrix) and it contains the derivatives of the

measurement model (Eq. 2.1) with respect to the Unknowns. Matrix B’ is the second design

matrix and it contains the derivatives of the measurement model with respect to the

observables.
I 6F(x)1 6F(x)1 6F(x)1 6F(x)1 aF(X)1 6F(x)1 |
0X, oY, 0Z, ow oa oK
oF(y), oF(y), oF(y), oF(y), oF(y), oF(y)
0X, oY, oz, ow oa OK
A = : : : : : :
6F(X)n 8F(X)n 6F(x)n 6F(x)n éBF(x)n EBF(X)n
0X, Y, oz, ow oa OK
oF(y), oF(y), oF(y), oF(y), oF(y), oF(y),
| 0%, Y, oz, ow oa OK Jonse
_aF(X)‘l aF(X)1 aF(X)‘l aF(X)1 aF(X)1 O 0 O 0 0 ]
OXq oY, oX, aY, 0Z,
aF(y)1 aF(y)1 aF(y)1 aF(y)1 aF(y)1 0 0 0 0 0
0X4 oy, oX, oY, 0Z,
B = : : : : : : : : : :
0 0 0 0 0 aF(x)n aF(x)n aF(x)n 8F(x)n aF(x)n
oX,, oy, oX aY, oz,
s o o o o oFly), oFly), oF(y), oF(y), oF(y),
| oX,, oY, oX, oY, oz, |
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1 0 6F(x)1 6F(x)1 6F(x)1 0 0 0 0 0
0X4 oY, 0Z,
0 -1 oF(y), oF(y), oF(y), . 0 0 0 0 0
o0X4 oY, 0Z,
0 O O 0 0 ag)(z()n al;g)n al;;)()n
0 O 0 0 0 e 0 -1 aF(yrbn aF(yrbn a|:(3/an
L oX, Y, Zy pesn

The approximate values of the parameters are used to compute the matrices A’ and B'.

The precision estimation of the parameters, residuals and observables are computed,

respectively, as:

C, =N"" (2.6)
’ ! IT /*1 ! ! ! /T !*1 ’ /*1 /T !*1 ’ !

c,=C,B'M'B'C, -C,B M 'AN'ATMBC, (2.7)

Cc;=C, -C, (2.8)

The a-posteriori variance factor is:

. 2 v'Pv
2n-6

where 2n is the number of observables, 6 is the number of the unknowns.

2.4.2 - Resection Accuracy
The accuracy of the resection increases as the number of measured points increases. In

order to determine the accuracy of the resection, the design matrices A’ and B’ have to be

determined by substituting the approximate values (shown below) of the unknowns, from
which the normal matrix N’ is computed by N'=A""M''A’. The accuracy estimates of
resection outputs are calculated by C} = N'~'. For this task, a simulation was performed. To

begin with, consider that the approximate values of the EOP to be as follows:

(o]