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VORWORT 

Bei nahezu allen optischen geodätischen Präzisionsmessverfahren stellt die Refraktion immer 
mehr den genauigkeitslimitierenden Faktor dar. Bisher versuchte man für hochgenaue Mes-
sungen im Bereich der Ingenieurgeodäsie und Industrievermessung, den Zustand der Atmo-
sphäre durch Messung der Temperaturgradienten im Bereich des Zielstrahles zu bestimmen.  

Mit der vorliegenden Arbeit von Herrn Dr. Philipp Flach wurde ein neuer Weg beschritten, 
indem die in modernen Messinstrumenten eingebauten CCD Flächen- oder Zeilensensoren 
entsprechende Atmosphärenparameter erfassen und daraus direkt Richtungskorrektionen für 
das Messverfahren ermitteln. So wurde untersucht, ob aus der zeitlichen Veränderung und der 
räumlichen Verzerrung von definierten Zielzeichen, z.B. Codemustern, wie sie beim digitalen 
Nivellierverfahren eingesetzt werden, sowie aus den Intensitätsfluktuationen, sich die Struk-
turparameter Cn

2 und die innere Skalenlänge l0 bestimmen lassen. Diese Grössen sind charak-
teristisch für die Energie des Aufwärmungs- und Abstrahlungsprozesses des Bodens. Mit Hil-
fe der Monin-Obukov-Similarität kann daraus der Temperaturgradient und damit eine Rich-
tungs-Refraktionskorrektur abgeleitet werden. Um die gesuchten Atmosphärenparameter 
überhaupt sichtbar werden zu lassen, wurden verschiedene digitale Kantendetektionsverfahren 
programmiert sowie adaptive Filterverfahren implementiert.  

In mehreren ausführlichen Feldkampagnen, u. a. im Rahmen des Schweizerischen MAP (Me-
soscale Alpine Programme) Projektes, wurde diese neu entwickelte, CCD basierende Mess- 
und Auswertetechnik der sogenannten Szintillometrie gegenübergestellt. Im Vergleich zum 
szintillometrischen Messverfahren zeigten sich nahezu identische Messergebnisse. Ebenso 
wurden Vergleiche mit dem am Institut für Geodäsie und Photogrammetrie entwickelte Tem-
peraturgradientenmesssystem gemacht. Dabei konnte ebenso eine hohe Übereinstimmung 
zwischen der indirekten und direkten Messmethode festgestellt werden. Im Gegensatz zu dem 
an einem diskreten Punkt aufgestellten Temperaturgradientenmesssystem konnte das neu 
entwickelte System den Vorteil einer integralen Temperaturerfassung und damit die Reprä-
sentativität der Messungen über den gesamten Zielstrahl verdeutlichen.  

Herr Flach hat die anspruchsvollen Modellierungen im Zusammenhang mit der Monin Obu-
kov Similarität weiter verbessert. Zudem konnte der Beweis erbracht werden, dass in Zukunft 
mit den eingebauten CCD Sensoren und einer entsprechenden Software das Problem der ter-
restrischen Refraktion unmittelbar im Messinstrument gelöst werden kann. Mit den erzielten 
Ergebnissen und den potentiellen Anwendungsmöglichkeiten in der optisch geodätischen 
Messtechnik hat er eine wichtige wissenschaftliche Grundlage geschaffen.  

Die Schweizerische Geodätische Kommission dankt Herrn Flach für diese gebietsüber-
greifende wichtige Publikation. Der Schweizerischen Akademie für Naturwissenschaften 
(SANW) sind wir für die Übernahme der Druckkosten zu grossem Dank verpflichtet. 
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PREFACE 

Pratiquement toutes les méthodes optiques de mesure en géodésie sont faussées par la réfrac-
tion qui constitue de plus en plus le véritable facteur de limitation de la précision. Jusqu’à 
maintenant pour les mesures de haute précision effectuées par les ingénieurs dans le domaine 
de la géodésie et des mesures industrielles, on essayait donc de déterminer l’état de 
l’atmosphère par des mesures ciblées de la température, respectivement du gradient de tempé-
rature, dans la zone du rayon de visée. Cette méthode pose toutefois d'énormes exigences 
quant à la technique de mesure de température.  

Dans le présent travail Monsieur Philipp Flach suit une voie nouvelle pour la détermination 
des paramètres atmosphériques. Il utilise des instruments de mesure modernes qui sont équi-
pés de détecteurs optogéométriques, tels que capteurs de surface ou de ligne CCD à haute 
résolution ; ceux-ci enregistrent les paramètres atmosphériques et prennent directement en 
compte la correction de direction pour la méthode de mesure. On a donc cherché à savoir si 
les paramètres de structure Cn

2 et la longueur d’échelle interne l0 pouvaient être déterminés à 
partir des fluctuations d’intensité ainsi qu’à partir de la variation temporelle et de la déforma-
tion spatiale d’indices cibles définis, par exemple le code barre, également utilisés dans les 
procédés électroniques de nivellement. Ces grandeurs se trouvent être caractéristiques de 
l’énergie du processus de réchauffement et du rayonnement du sol. A l’aide de la similitude 
de Monin-Obukov, on peut en déduire ensuite le gradient de température, et de là une correc-
tion de direction de réfraction. Pour rendre généralement visibles les paramètres atmosphéri-
ques recherchés, diverses méthodes numériques de détection de bords ont été programmées, et 
des procédés de filtres adaptatifs ont été mis en œuvre. 

Au cours de plusieurs campagnes d’essai détaillées sur le terrain, entre autres dans le cadre du 
programme suisse MAP (Mesoscale Alpine Programme), cette nouvelle technique de mesure 
et de dépouillement basée sur le CCD a été comparée avec la scintillométrie, et les résultats 
obtenus pour Cn

2 et l0 se sont avérés presque identiques. Pour la détermination du gradient de 
température, objectif final de l'étude, un système de mesure développé à l’Institut de géodésie 
et de photogrammétrie a également été mis en œuvre durant différentes campagnes de mesu-
res. On a pu constater là aussi une grande concordance entre la méthode de mesure indirecte 
et directe de ce nouveau système de mesure du gradient de température. Au contraire du sys-
tème installé en un point discret, le nouveau système a mis en évidence l’avantage d’une mé-
thode intégrale de saisie de température, et ainsi la représentativité des mesures sur la totalité 
du rayon de visée.  

Monsieur Flach a significativement amélioré la modélisation en relation avec la similarité de 
Monin-Obukhov. Avec les résultats obtenus et les applications potentielles dans le domaine 
de la métrologie optique en géodésie il a apporté un important fondement scientifique à la 
méthode. Ce travail a aussi permis de prouver qu'il sera possible de résoudre le problème de la 
réfraction terrestre à l'aide des détecteurs CCD intégrés et d'un logiciel approprié dans 
l’instrument même.  

La Commission Suisse de Géodésie remercie vivement Monsieur Flach pour cette importante 
contribution. Nous remercions l’Académie Suisse des Sciences Naturelles (ASSN)  pour avoir 
pris à sa charge les frais d’impression du présent fascicule. 
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FOREWORD 

For almost all optical geodetic precision measuring procedures, refraction represents the ac-
tual limiting factor. The present work making part of the ETH research project PEARL (Pre-
cise Elevation Angle Measurement for Real-time Leveling) gives one possible solution to the 
problem. Up to now, for high-precision measurements in engineering geodesy and industrial 
surveying tasks it has been aimed at the determination of the atmospheric conditions near to 
the line of sight by measuring temperature and temperature gradients, respectively, in a well-
directed procedure.  

In this work Dr. Philipp Flach has followed a new approach by determining atmospheric pa-
rameters using optic-geometrical sensors which are built into modern measuring systems - 
such as high-resolution area or line CCD sensors - in order to directly obtain corrections of 
the raw data Therefore, investigations were made whether temporal displacements, intensity 
fluctuations, and spatial distortions of defined targets such as code patterns in digital leveling 
procedures can be used to determine the structure parameters Cn

2 and the inner scale l0. These 
quantities are characteristic of the energy of the warming-up and irradiation processes of the 
ground. Based on the Monin-Obukhov similarity relation, temperature gradients can be de-
rived to correct refraction-influenced direction measurements. In order to make the required 
atmospheric parameters visible, various digital edge detection algorithms have been designed, 
and adaptive filtering methods have been implemented. 

During several elaborate field experiments, such as in the scope of the Swiss Mesoscale Al-
pine Programme (MAP), the newly developed CCD-based measuring and evaluation tech-
nique was focused on atmospheric parameters derived from scintillometric metrology. In 
comparison to the results obtained by the scintillometer, almost identical measuring results 
were revealed. Further various comparative measuring experiments were made with a tem-
perature gradient measuring system which had been developed at the Institute of Geodesy and 
Photogrammetry. Thereby, an equivalent correlation between the indirect and the direct 
measuring method based on the temperature gradient measuring system could be asserted. 
Unlike the temperature gradient measuring system which was positioned on a discrete point, 
the newly developed system could point up the advantage of an integral temperature meas-
urement and the representativeness of measurements integrated over the whole line of sight.  

Ph. Flach has demonstrated in this volume that modeling in connection with the Monin-
Obukhov similarity could be substantially improved. Built-in CCD sensors and a correspond-
ing evaluation software will be able to solve the problem of terrestrial refraction in future with 
the measuring instrument. With the results obtained potential applications in the field of opti-
cal geodetic metrology have been outlined. This contribution forms a highly valuable scien-
tific basis for future research activities.  

The Swiss Geodetic Commission (SGC) thanks Ph. Flach for his interdisciplinary and impor-
tant contribution to geodesy in Switzerland. Thanks are also due to the Swiss Academy of 
Sciences (SAS) for providing funds for printing this volume. 
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Abstract 
 

The propagation path of light in the atmosphere is influenced by inhomogeneities of the 
refractive index. These refraction effects deteriorate the accuracy of the direction and 
distance measurements in geodetic applications. As illustrated by two examples in this 
report, the refraction effects cannot be accurately corrected up to now and, therefore, 
solutions must be provided which can be implemented into geodetic instruments. The 
presented approach is based on the determination of the temperature gradient being the 
decisive influential parameter for angular refraction effects.  
 
In the atmosphere, temperature gradients are related to turbulent thermal exchange 
processes such as the turbulent sensible heat flux. In order to describe atmospheric tur-
bulence, the applied statistical approach uses the method of spectral analysis which 
states that the atmospheric turbulent velocity field can be thought to consist of many 
eddies of different densities. This energy spectrum of turbulence can be modelled using 
the structure constant of refractive index Cn

2 and the inner scale l0 of turbulence. If these 
two structure parameters are measured, the temperature gradient is derived from dimen-
sionless profile functions using the so-called Monin-Obukhov similarity description. 
Hereby, the fact should be kept in mind, that the Monin-Obukhov similarity description 
and the energy spectrum of turbulence are only valid for vertical temperature gradient 
profiles in the atmospheric boundary layer. 
 
This research work investigates the determination of the required structure parameter 
Cn

2 and l0 by means of image sensors which can be built into geodetic instruments. To 
derive the structure parameters Cn

2 and l0 from the acquired image data, the application 
of appropriate image processing techniques is examined. The evaluation concept is 
based on angle-of-arrival fluctuations and intensity fluctuations. Angle-of-arrival fluc-
tuations are perceived as high-frequency motions of image patterns grabbed by the sen-
sor, and intensity fluctuations are related to the temporal variation of the gray values of 
the pixels. As presented in this report, these two effects of optical turbulence can be 
used to determine the structure parameter Cn

2 and l0. For this purpose, image processing 
techniques must parameterize both angle-of-arrival fluctuations and intensity fluctua-
tions. Within this research work, the angle-of-arrival fluctuations are modelled by the 
variance σX

2 characterizing the shifting of image patterns which are located using edge 
detection algorithms. The intensity fluctuations are modelled by the variance σV

2 char-
acterizing the temporal intensity spectrum of the incoming light beam. In the scope of 
this research work, the variance σV

2 is provided using digital filter techniques such as 
the Wiener filter or least-squares template matching.  
 
In order to validate this concept, the video theodolite Leica TM3000V and a digital line 
scan camera Basler L120 are used as two different imaging systems to acquire image 
data during various practical field experiments. These field experiments revealed a par-
tial good agreement between the structure parameter Cn

2 and l0 obtained by the image 
sensors and the ones obtained by a reference system (scintillometer). Basically, the 
method presented here is appropriate to reduce the refraction influence. A decisive ad-
vantage of this method is based on the fact that additional sensors are not necessary (ex-
cept for the image sensors which are built into the instrument). However, as the exem-
plary comparison of temperature gradients shows at the end of the report, further re-
search work in the scope of the atmospheric boundary layer is still necessary.  



 II  

Zusammenfassung 
Die Ausbreitung von Licht in der Atmosphäre wird durch Inhomogenitäten des Bre-
chungsindex beeinflusst. Diese Refraktionseinflüsse verschlechtern die Genauigkeit von 
Richtungs- und Distanzmessungen in geodätischen Anwendungen. Wie in zwei Beispie-
len dieses Berichts dargelegt wird, können Refraktionseinflüsse bis heute nicht voll-
ständig korrigiert werden, und deshalb müssen Lösungen gefunden werden, welche in 
den geodätischen Instrumenten implementiert werden können. Der vorgelegte Ansatz 
basiert auf der Bestimmung des Temperaturgradienten, da dieser den entscheidenden 
Einflussparameter des Refraktionseinflusses auf Winkelmessungen darstellt. 
 
In der Atmosphäre stehen Temperaturgradienten in Beziehung mit turbulenten Wärme-
austauschprozessen wie zum Beispiel dem turbulenten Fluss der fühlbaren Wärme. Um 
die atmosphärische Turbulenz beschreiben zu können, verwendet der untersuchte An-
satz die Methode der Spektralanalyse, welche auf der Vorstellung beruht, dass das tur-
bulente atmosphärische Geschwindigkeitsfeld aus vielen Wirbeln unterschiedlicher 
Grösse besteht. Dieses turbulente Energiespektrum kann mit Hilfe der Strukturkonstante 
Cn

2 des Brechungsindexes und der inneren Skalenlänge l0 modelliert werden. Sind Cn
2 

und l0 gemessen, so lässt sich der Temperaturgradient von dimensionslosen Profilfunk-
tionen unter Berücksichtigung der sogenannten Monin-Obukhov Similarität ableiten, 
wobei beachtet werden muss, dass diese Theorie nur für vertikale Temperaturgradienten 
in der atmosphärischen Grenzschicht gültig ist 
 
Diese Forschungsarbeit untersucht die Bestimmung der erforderlichen Strukturparame-
ter Cn

2 und l0 mittels Bildsensoren, welche in geodätischen Instrumenten eingebaut wer-
den können. Um diese Strukturparameter von den erfassten Bilddaten ableiten zu kön-
nen, wird die Anwendung von Bildverarbeitungstechniken untersucht. Dazu benützt das 
Auswertekonzept Winkel- und Intensitätsfluktuationen. Winkelfluktuationen können als 
hochfrequente Bewegungen von Bildmustern, die der Bildsensor erfasst, wahrgenom-
men werden, und Intensitätsfluktuationen stehen in Beziehung mit der zeitlichen Grau-
wert-Variation der Pixel. Wie in diesem Bericht dargelegt, können diese zwei Effekte 
der optischen Turbulenz für die Bestimmung der Strukturparameter Cn

2 und l0 verwen-
det werden. Zu diesem Zweck müssen Bildverarbeitungstechniken sowohl die Winkel- 
als auch die Intensitätsfluktuationen mit Parametern beschreiben. Im Rahmen dieser 
Forschungsarbeit werden die Winkelfluktuationen mittels der Varianz σX

2 modelliert, 
welche das Verschieben von Bildmustern charakterisiert, die mit Hilfe von Kantende-
tektionsalgorithmen lokalisiert werden. Die Modellierung der Intensitätsfluktuationen 
erfolgt durch die Varianz σV

2, welche mittels digitaler Filtertechniken wie das Wiener 
Filter oder das Least-squares template matching Verfahren berechnet wird. 
 
Um diese Konzept zu validieren, werden als zwei unterschiedliche Bilderfassungssys-
teme der Videotheodolit Leica TM3000V und die digitale Zeilenkamera Basler L120 
verwendet, um Bilder während verschiedener praktischer Feldexperimente zu erfassen. 
Diese Feldexperimente ergaben zum Teil eine gute Übereinstimmung zwischen den aus 
den Bildsensoren gewonnen Strukturparametern und denjenigen, die aus einem Refe-
renzmesssystem (Scintillometer) erhalten wurden. Grundsätzlich ermöglicht die vorge-
stellte Methode eine Reduktion der Refraktionseinflüsse. Ihr entscheidender Vorteil 
besteht darin, dass nebst den im Instrument vorhandenen Bildsensoren keine zusätzliche 
Sensoren benötigt werden. Wie jedoch am Ende des Berichts anhand der exemplari-
schen Berechnung von Temperaturgradienten gezeigt wird, sind noch weitere For-
schungsarbeiten im Bereich der atmosphärischen Grenzschicht notwendig.  
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Section 1 1 Introduction 

1 Introduction 
For the last two hundred years, the precision of geodetic instruments has made enor-
mous progress. Although advancing instrument technology allows a high degree of pre-
cision and automation, the accuracy and reliability of geodetic measurements is still 
limited due to atmospheric influences, especially refraction. Up-to-now, refraction is 
still one of the unsolved problems in numerous applications of surveying. Though re-
fractive effects arise in several fields of surveying such as photogrammetry and satellite 
based positioning, the following investigations concentrate on applications of close-
range photogrammetry and terrestrial geodesy, especially on direction transfer and lev-
elling since the refractive influences of the atmosphere are especially crucial for these 
applications, e.g., [WITTE, 1990]. 
 
As shown below (section 1.1), various approaches using additional measuring equip-
ment have been investigated to correct the refractive influences. In contrast to these ap-
proaches, the approach of this work investigates the direct analysis of the measured sig-
nal of the geodetic instruments needed for the 1D-, 2D-, or 3D-positioning. This ap-
proach is particularly suitable for geodetic applications using image signals, since these 
signals contain additional information which is not required for the positioning. 
 
Due to progress in instrument technology, imaging sensors are widely applied in nu-
merous geodetic instruments. For instance, tracking tacheometers and digital levels use 
CCD sensors in order to automate tasks in terrestrial geodesy. Using image processing 
techniques which estimate the amount of refraction influences, an improvement of accu-
racy can be expected. Therefore, the following research work investigates the potential 
of imaging techniques to achieve refraction-reduced measurements.  
 

1.1 Correction methods 
When considering direction transfer and levelling in terrestrial geodesy, correction 
methods for refraction aim at the determination of the refraction angle. The refraction 
angle is caused by the curvature of the light ray due to varying density of the air and is 
defined as the angular deviation between the refracted incident ray and the undisturbed 
ray. Several correction methods can be applied: 
 

i. Measurement of the temperature gradient of air layers since this gradient is the 
main influential factor for the refraction angle, using high-precision temperature 
sensors, e.g., [GOTTWALD, 1985], [WILHELM, 1993], [HENNES et al., 1999].  
This method can provide accurate results if the selected measuring points are rep-
resentative for the refraction influences on the geodetic observations. However, the 
instrumental equipment is extensive and the setup for field measurements is de-
manding (e.g.,  time-consuming on-site calibrations are required). 
 

ii. Special measuring procedures such as mutual-simultaneous observations or sym-
metrical observation configurations in order to reduce the effects of refraction, 
e.g., [JORDAN et al., 1956], [BAHNERT, 1986].  
The drawback of this method is that the real conditions do not always agree with 
the assumptions underlying this method such as uniform stratification of air layers. 
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iii. Incorporation of atmospheric effects into the adjustment process of geodetic net-
works, e.g., [ELMIGER, WUNDERLICH, 1983], [BRUNNER, 1984]. 
This method is reasonable if the number of measurements is high enough and al-
lows a confident estimation of the additional parameters. But as in method ii.,  er-
rors may occur if the parameters and the model are not representative for the real 
conditions. 
 

iv. Dual-wavelength methods utilizing atmospheric dispersion to derive the refraction 
angle from the dispersion angle: This method was investigated in the scope of as-
tronomy by [HERTZSPRUNG, 1912]. A first feasibility study about the dispersion 
effect for applications in geodesy was presented by [HUISER, GAECHTER 1989]. 
Further experiments using the dispersion effect were done for a rapid precision 
levelling system as reported in [INGENSAND, 1990a]. These experiments re-
vealed various difficulties in respect of measuring the dispersion angle, but they 
were the starting-point for the further development of a dispersometer theodolite. 
In this regard, the updated concept was presented in [INGENSAND, BOECKEM, 
1997]; furthermore, first results of system tests and new technological aspects are 
discussed in [BOECKEM, 2000]. 
The method using the dispersion effect is the most accurate method since it allows 
the determination of integral corrections holding for the whole line of sight. How-
ever, up to now it also needs a considerable instrumental effort. 
 

v. Turbulent transfer model using the upward sensible heat flux for derivation of the 
temperature gradient [BRUNNER, FRASER, 1977]. The required parameters fol-
low from the measurement of scintillation effects such as amplitude fluctuations or 
phase fluctuations of the incoming waves [HILL, OCHS, 1978], [BRUNNER 
1979]. 
The following investigations focus on this method because it determines the tem-
perature gradient as an integral value along the whole optical path and, therefore, 
can be effectively utilized to model correction values for refraction influences. In 
doing so, the structure parameter needed for the Monin-Obukhov similarity model 
(section 3.3) and for the determination of the temperature gradient are derived di-
rectly from the measured signal. As an advantage to other approaches, the turbu-
lent transfer model in combination with image processing techniques needs less in-
strumental efforts than other methods such as dual-wavelength methods. 

1.2 Previous research work on turbulence models and refraction 
The significance of the atmospheric turbulence for the determination of refraction influ-
ences has already been investigated in previous research work. In the field of geometric 
levelling, the phenomena caused by refraction influences can be visualized as the 
movements of scale lines of the leveling rods as seen through the level telescope. A 
practical experiment during 48 hours showed quite a good correlation between these 
movements and the temperature gradient [KUKKAMÄKI, 1950]. But quantitative for-
mulae for the correction of refraction influences basing on turbulence models were not 
available at that time. Only the research work of MONIN and OBUKHOV [1954] pro-
posing a new model for the turbulent exchange processes in the atmospheric boundary 
layer enabled the determination of temperature gradients basing on similarity relations. 
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In order to use the Monin-Obukhov similarity theory for geodetic applications such as 
levelling or direction transfer, information must be derived from the behavior of the 
light waves propagating through air layers of randomly varying refractive indices. In 
this regard, the fundamental theories of optical propagation in a turbulent medium were 
mainly developed in Russia [TATARSKII, 1961]. Practical experiments for geodetic 
applications were reported from [GURVICH et al., 1974] and [VINOGRADOV et al., 
1985]. Despite the simple visual methods, they achieved a reduction of the systematic 
distortions up to about 80%. In doing so, the theoretical formulations were not applied 
rigorously but were partially replaced by semi-empirical modeling. As a drawback, 
these methods need experienced operators and are not suited for automation. 
 
In respect of geodetic refraction problems, a theory for the determination of the vertical 
refraction angle using the variance of the angle-of-arrival fluctuations and profile shape 
functions has been presented by BRUNNER [1979]. In this regard, the vertical tempera-
ture profile along the line of sight is combined with the movements of the target as seen 
through the telescope and this model can be used for instance to determine the refraction 
effects in geodetic levelling [BRUNNER, 1980]. This mostly theoretical research work 
showed that refraction detection using image fluctuations is possible in principle. For 
the last twenty years, several research work aiming at the derivation of turbulence pa-
rameters from geodetic observations have been carried out thanks to the progressing 
developments of geodetic systems in terrestrial geodesy. In doing so, several experi-
mental setups have been developed using a modified distance meter [HENNES, 1995] 
or a CCD area scan camera with 100 x 100 pixels as described in [CASOTT, 1999] and 
[DEUSSEN, 2000]. 
 
Although the experiments using an area scan camera are quite promising, the applica-
tion of area scan camera make great demands on the hardware such as data transfer and 
data storage. Therefore, the following research work investigates both area scan cam-
eras (built into video theodolites) and line scan sensors. The hardware requirements of 
line scan sensors are less demanding than the ones of area scan camera. Line scan sen-
sors are especially suited for digital levelling whereby refraction influences can cause 
systematic deviations which still cannot be eliminated by other methods. Additionally, 
alternative methods are presented to derive the turbulence parameters reliably using 
adapted image processing algorithms (cf. section 6.3.4). 
 

1.3 New developments and concepts of the presented research work 
The following research work aims at the development of a precise elevation angle 
measurement system using image processing techniques and turbulence models. As 
mentioned at the beginning of section 1, the concept states that the analysis of the 
measured signal  (image signal) is sufficient and no additional measuring system is re-
quired except image sensors. In this regard several innovations are introduced: 
 
• Determination of inner scale l0 by means of intensity fluctuations derived from im-

age processing techniques. 
 
• Development and experimental validation of an image acquisition system which is 

capable of determining refraction influences using a CCD line scan sensor and im-
age processing techniques.  
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• Practical field experiments comparing the results of the levelling system with those 
of a reference system (scintillometer) providing the parameters of optical turbulence 
(Cn

2 and l0) and with the results of a temperature gradient measurement system. Ad-
ditionally, the results are compared with a field experiment using a video theodolite 
as a representative of a commercially available geodetic instrument. 

 
• Optimization of image processing techniques in respect of refraction analysis for 

geodetic applications. 
 

 

Figure 1.1 presents an overview of the research work and the structure of the report: 
Obviously, the report is mainly focused on the investigation and development of image 
processing algorithms which can be used for processing the image data provided by the 
imaging systems, which are presented in section 5.  
 
In section 5, other systems are also described which provide measuring data for com-
parison with the data obtained by image processing. The image processing techniques 
make available quantities which determine the intensity fluctuations and angle-of-
arrival fluctuations of the incoming wave fronts  and intensity variations. Consequently, 
the intensity fluctuations and angle-of-arrival fluctuations can be used to determine the 
structure constant Cn

2 (section 4.1) and the inner scale l0 (section 3.4) as described in 
section 4.  
 
These two structure parameter Cn

2 and l0 obtained by image processing can be com-
pared with the parameters Cn

2 and l0 derived from the measurements using a scintillom-
eter. The comparison is shown in section 7.1 and 7.2. Furthermore, the parameters Cn

2 
and l0 provide the temperature gradient by means of turbulence models, Monin-
Obukhov similarity, and dimensionless profile functions as presented in section 3. The 
modelled gradient is compared with measurements obtained by temperature sensors in 
section 7.3. Furthermore, section 2 presents the fundamentals used to derive the refrac-
tion angle from the temperature gradient. Finally, conclusions and a brief outlook are 
given in section 8. 
 
As mentioned above, the investigations are primary restricted to refraction influences on 
vertical angle measurements and precise levelling since the vertical temperature gradi-
ent is dominant in the normal case.  
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Figure 1.1: Scope of presented research work: Overview 
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2 Wave propagation in refractive media 

2.1 Refractive index 
The refractive index is a physical property of the medium and is defined as the ratio of 
the wave propagation velocity in the medium and the wave propagation velocity in a 
vacuum. 
 
If the electromagnetic conductivity of the medium can be neglected, the refractive index 
n and its spatial distribution in the medium describe the propagation of the wave which 
propagates through the medium. The refractive index for the atmosphere can be ex-
pressed for optical and infrared wavelengths as [OWENS, 1967]: 
 
 

T
p

T
pn w

w
d

,1 λλ α+α=−  (2.1)

with αλ Dry-air wavelength-dependence function for wavelength λ 
αλ,w Water vapor wavelength-dependence function for wavelength λ 
pd Partial pressure for dry air [hPa] 
pw Partial pressure for water vapor [hPa] 
T Temperature [K] 
 

 
For most applications in the atmosphere, the dry-air term dominates [BELAND, 1993], 
thus, moisture effects of the air are neglected and the refractive index n of air can be 
expressed as a function of the wavelength λ, the temperature T and the pressure p 
[GOTTWALD 1985]: 
 
 

T
pn λα=−1  (2.2)

with αλ Dry-air wavelength-dependence function for wavelength λ 
αλ = 78.83⋅10-6 K/hPa for λ = 590 nm, cf. e.g., [BELAND, 1993] 

p Total pressure (p = pd + pw) [hPa] 
T Temperature [K] 
 

 
The refractive index of air is subject to spatial variations depending on the temperature, 
pressure and moisture. Due to the influence of, e.g., energy fluxes and thermal gradi-
ents, the distribution of the refractive index changes decisively in the atmospheric air 
layers.  
 
The spatial inhomogeneity of the distribution of the refractive index leads to refractive 
index gradients. Assuming a constant pressure gradient and neglecting moisture effects, 
the refractive index gradient is given by [GOTTWALD 1985]: 
 
 

⎟
⎠
⎞

⎜
⎝
⎛ +

⋅
−=

−

dz
dT

T
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dz
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2
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Philipp Flach
Querverweis in Kapitel 3.6



Section 2 7 Wave propagation in refractive media 

with dn/dz Refractive index gradient [m-1] 
z Height [m] 
dT/dz Temperature gradient [K/m] 
 

 
(2.3) is valid for visible light (λ = 590 nm). The refractive index gradient is subject to 
considerable changes in the atmosphere due to the spatial variations of temperature, 
temperature gradient and pressure which are the main influence parameters.  
 

2.2 Refraction influence on propagation path 
The refractive index gradient as introduced in (2.3) is the dominant parameter for the 
calculation of refraction influences on the propagation path of electromagnetic waves. 
In general, the path of electromagnetic waves propagating through a medium of varying 
refractive index is curved because the wave seeks a propagation path which leads to a 
minimal transit time. This so-called Fermat principle can be interpreted geometrically as 
follows. If the wave passes a boundary between a medium of refractive index n and an-
other medium of refractive index n+dn the angle of incidence β is bent according to the 
Snellius law: 
 
 ( )

( )ϑ
β+ϑ

=
+

sin
sin d

n
dnn  (2.4)

with dn Infinitesimal change of refractive index 
ϑ Angle between refractive index gradient and propagation path 

 

 

Figure 2.1: Refraction of wave according the SNELLIUS law 

 th igo

) + cos(ϑ) sin(dβ) (2.5)

nd  

 
singU e tr nometrical addition theorem 

 sin(ϑ+dβ) = sin(ϑ) cos(dβ

a
 ( )ϑ= cos

ds
dz  (2.6)

 sin( ) = dβ ; cos(dβ) = 1 (2.7a,

Infinitesimal chang

dβ b)

with ds e of path length 

 



Wave propagation in refractive media 8 Section 2 

 
equation (2.4) can be written as: 
 
 

refds
d

dzn
κ Curvature of

dn
κ=

β
=ϑ)sin(1  (for γn = 0) (2.8)

  propagation path 
he refractive index gradient and vertical z-axis (see be-

low in Figure 2.2) 

 
 
The application of κref′ is an alternative way to express the refraction influences but 
gives no further information when dealing with refraction influences in geodesy. The 
following derivation uses the curvature κref to describe the wave propagation in refrac-
tive media. Assuming that the curvature of the propagation path is given by (2.8), the 
computation of the propagation path z = z (x) is possible in principle. This computation 
is briefly explained in the following. 
 

with ref

γn  Angle between t

 
Instead of κref , the traditional geodetic derivation of refraction influences often uses the 
coefficient of refraction κref′, which is introduced as follows: 
 
 κref′ = RE⋅κref (2.9)

with RE Radius of earth 

Instrument
TargetPropagation path of light

z

β ϑ

x

ϑ

dndz

dn
dz dn

dz
sin( )ϑ

dzdz
γn

n = const

= 100 gon

z = z(x)

n

n

n

 

zi

Figure 2.2: Coordinate system 

nstrument zi. The x-axis is perpendicular to the 
-axis and runs in the direction of the target. The result of the computation is a function 
 = z(x) which expresses the position z of the light ray for each coordinate x of th

defined by the instrument and target (Figure 2.2). 

To facilitate the explanation without loss of universality, the computation can be per-
formed in a Cartesian coordinate system where the z-axis runs vertically through the 
instrument point with the foot-point of the instrument as zero point (Figure 2.2). The 
propagation path starts at the height of i
z
z e axis 

 
It is possible that the refractive index gradient is not parallel to the z-axis at every point 
along the propagation path. In this case, the angle γn between the refractive index gradi-
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ent and vertical z-axis is not zero and dn/dz has to be replaced by dn/dzn where zn runs 
arallel to the refractive index gradient: 

 
p

 

ds
dzx

dz
dn

n
zx

n
refref

β
=ϑ⋅=κ=κ )sin(),(1),(  (2.10)

or a co g (2.8) [or (2.10), respectively] it is necessary to relate the 
re dβ/ds to the Cartesian coordinate system as introduced in Figure 2.2. Since the an-

le of incidence β at the instrument is given by 
 

 
F mputation usin curva-
tu
g

 
( ) z

dx
dz

=βtan ′=  (2.11)

 follows 

(2.12)

 
it
 
 β = arctan(z′) 

 
dx

z
zd 21 ′+

′′
=β  (2.13)

 
Using the relation 
 
 

dxzdzdxds 222 1 ′+=+=  (2.14)

 
equation (2.8) yields to the following second-order differential equation: 
 
 

( ) 2/32
2

2

1 zz
dx

zd
ref ′+κ=′′=  (2.15)

 
If the height of instrument zi and the angle of incidence β of the wave at the instrument 
are inserted as the initial values, the solution of the ordinary second-order differential 
equation (2.15) is determined, i.e., the solution is the propagation path z(x) as a function 
f x. An analytical solution for (2.15) is not possible since the differential equation is 

) of the light ray in space. 

on for (2.15) can be achieved if the second-order differential 
d into a system of two first-order differential equations as fol-

ws: 

(2.16)

o
not linear and since κref⋅ depends also on the position (x, z
 
But a numerical soluti
quation is transformee

lo
 
 

( )⎩
⎨ +κ=′

2/32
22 1 zz ref

 

 
The variable z

⎧ =′ zz 2

2 substitutes for the first derivation of z (x). 
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With the initial values 
 
 z (0): Height of instrument z

he solu-
on of z(xk). The advantage of this algorithm is its high accuracy under the assumption 

that the problem is non-stiff. This assumption is normally fulfilled in (2.16). 
 
Depending on the kind of refraction problem which will be simulated either the angle of 
incidence  β  is known (e.g., in the case of levelling where β = 0) or the height z (xTarget) 
of the target must be given. In the latter case, the angle of incidence β is not known 
exactly and the propagation path must be calculated by means of iterations. In this case, 
a first approximation for β is derived from the refraction-free direction β(0) which is 
determined using the coordinates of the instrument and the target  (Figure 2.3).  
 

 i

 z2(0): Angle of incidence β 
 
the system of differential equations (2.16) can be solved. In doing so, the algorithm ap-
plied in the following calculations uses the explicit Runge-Kutta (4,5) formula as pub-
lished in [DORMAND, PRINCE, 1980]. This algorithm is a one-step solver, that means 
it needs only the solution at the immediately preceding space point z(xk–1) for t
ti

Instrument

Target

x

z

xTarget

Target

Target

Target

0

z   (x)
z

(0)

(1)
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z   (x       )

z   (x       )
z (x       )
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(0)
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β β β(0) (1) Propagation path

First iteration

Second iteration

Exact solution

z i

 

Figure 2.3: Iterative calculation of the propagation path 

As illustrated in Figure 2.3, the exact solution of the propagation path z(x) is calculated 
ng iterations z(0)(x), z(1)(x), ... as follows: 
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x
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⎝
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zxz )(
(2.17)

Solving (2.16) using z (0) = zi and z2(0)= (0) ⇒  z (0) (x) 
 

 
2. β
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⎜
⎜+β=β TargetTarget
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4. Solving (2.16) using z (0) = zi and z2(0)= β(0) ⇒  z (1) (x) 
 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

+β=β arctan)1(5. 
⎛ − TargetTarget

x
xzxz )()( )1(  (2.19)

inates as soon as the absolute error of convergence |z(j) (x) − z(x)| can 
e neglected. 

R act
st of the applications in geodesy, not all of the information about the run of the 

propagation path is required. Instead, the refraction influences are characterized by a 
few parameters such as the refraction angle δ or the deviation dq between the real posi-
tion of the target and the apparent position. δ and dq are defined as shown in Figure 2.4 
and are related by 
 
 (2.20)

with R Length of propagation path 
 

Target

 
6. Solving (2.16) using z (0) = zi and z2(0)= β ⇒  z(2) (x) 
 
The algorithm term
b
 

2.3 
 mo
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In

( ) δ≈δ≈ RRdq sin  
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q

r

R

z = z(x)

Target

d

dn
dz

ϑ

0  

Figure 2.4: Refraction angle 
 
A simple method to calculate the refraction angle is the direct derivation of this angle 
from the propagation path of the light. If the function z = z(x) of the propagation path is 
given, the refraction angle δ follows from: 
 
 ( ) ( )

⎥
⎥
⎦
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⎣
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 (2.21)

 
Alternatively to the calculation of δ using (2.21) and the second-order differential equa-
tion (2.15), it is also possible to derive the refraction angle by means of integration 
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along the propagation path of the light ray. In doing so, the r-axis is introduced which 
connects the instrument with the target (Figure 2.4). 
 

ef ion e angle between the r-axis and the incoming 
be  at the instrum ally < 1 mgon). Hence, the refraction 

The r
ght 

ract  angle which is defined by th
am ent is very small (normli

angle can be calculated using the integration as given by [MORITZ, 1962]: 
 
 

( ) ( ) ( )∫∫∫ −=κ−=β−=≈δ ref
Instrument

q drRr
dznR

drRr
R

dRr
RR 00

 (2.22)

with R Length of propagation path 
 
Hereby, the propagation path is assumed approximately perpendicular to the refractive 
inde

RRTarget dnd 1111

x gradient, i.e., sin(ϑ) ≈ 1. 

 the publication of MORITZ [1962], the factor r instead of (r-R) is used in the inte-
gral. The factor (r-R) is correct if the refraction angle is defined at the instrument point 

olite, level). If the refractive index gradient is symmetrically distributed 

 
In

(e.g., theod
along the propagation path, the different formulae yield the same results. If the refrac-
tive index gradient is constant along the propagation path,  the refraction angle is given 
by 
 
 

R
dz
dn

n
⋅−=δ

2
1   for dn/dz = const. (2.23)

 
ince the refraction angle is proportional to the length of propagation path, the deviation S

between the real position of the target and the apparent position is quadratic to the 
length of propagation path: 
 
 

( ) 2

0 2
11 R

dz
dn

n
drRr

dz
dn

n
d

R

q ⋅=−−= ∫  for dn/dz = const. (2.24)

 
These formulae allow a useful interpretation of the refractive index gradient dn/dz by 

with other words, the refractive index gradient must be deter-
ined as a function of the propagation path whereby dn/dz is mainly influenced by the 

temperature gradient as mentioned in (2.3). 

In order to obtain an overview over the relevant parameters influencing the temperature 

means of the geometrical elements (δ or dq) and, therefore, a quantification of refraction 
influences in geodesy. But (2.23) and (2.24) only work under the assumption of a con-
stant refractive index gradient. However, this assumption does not strictly hold in prac-
tical field measurements, 
m

 

gradient and, consequently, the refractive index gradient, the following section presents 
some basics on modelling the thermal exchange processes which are responsible for 
these gradients in nature. 
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2.4 Energy fluxes causing refractive index gradients in the atmosphere 

2.4.1 Energy balance and 
ow  (  gradient mainly depends on the temperature gra-

dient, te considering geodetic field measurements, these 
quantiti re xes in the atmospheric boundary layer. These 
energy f s  the law of conservation of en-
ergy, e.g., [GEIGER et al., 1995]:  

stratification 
As sh n in 2.3), the refractive index

mperature, and pressure. When 
es a related to thermal energy flu
luxe fulfill the following equation according to

 
 0=+++ SETn GHLR   (2.25)

with Rn Net radiation [Jm-2s-1] 
LET Laten -2s-1] 
H Sensible heat flux [Jm-2s-1] 
GS Geothermal heat flux of the soil [Jm-2s-1] 
 

 
 

t heat flux [Jm

  

a) Unstable b) Stable 

Figure 2.5: Energy balance at the ground surface (schematically) 

The energy flux of net radiation can be modelled as follows: During a sunny day, the 
w  the sun reaches the ground surface. A part of the incoming 

radiatio  incoming radiation is absorbed by the 
ground ce nds out its own long-wave 

diation Rup which warms up the air of the atmospheric boundary layer. Thus, the net 

ith 

 
ccording to the circumstances (such as daytim

short- ave radiation from
n RDown is reflected but the most of the
surfa . Due to Kirchoff's law, the ground surface se

ra
radiation Rn is given by, e.g., [GEIGER et al., 1995]: 
 
 ( ) UpAlbDownn RRR −α−= 1  (2.26)

w αAlb Albedo 
R  Incoming radiation (short-wave) Down
R  Radiation emitted by the ground (long-wave) Up

A e, sunset, clouds, exposition of the 
ground, material properties of the soil, water content of the soil, vegetation) the value of 
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the fluxes Rn, LET, H, and GS can change considerably. In this regard, three relevant 
cases must be distinguished, e.g., [STULL, 1991]: 
 
 H > 0  ⇔  Unstable stratification (usually during daytime, Figure 2.5a) 

H < 0  ⇔  Stable stratification (inversion, night time, Figure 2.5b) 
H = 0  ⇔  Neutral stratifi

(2.27) 
cation (transition) 

 to buoyancy. A minor part of the energy of 
et radiation R  leads to the geothermal flux G  which warms up the ground surface and 

n is inverted during the night-
me and GS transports heat to the surface from the underlying layers of the soil. The 

eans that water is condensed. 

ification or vice versa. 

2.4.2 Sensible heat flux and temperature gradient 
g ba y pressure changes. 

t is thus convenient to reference temperature to a given pressure by defining the poten-
al temperature which does not change during adiabatic processes, including those hav-

 
During sunshine (cf. Figure 2.5a), the energy of Rn is consumed by the evaporation, i.e., 
the latent heat flux LET on the one hand. On the other hand, energy of Rn is also put into 
mass convection, which is expressed by the sensible heat flux H. In the atmosphere, the 
sensible heat flux transports heat and energy by air parcels.  
 
During daytime, these air parcels arise due
n n S
the underlying layers of the soil. 
 
As shown schematically in Figure 2.5b, the net radiatio
ti
latent flux LET becomes smaller since less energy is available for evaporation during 
nighttime. Often, the latent flux LET is inverted which m
Additional, the nighttime is characterized by a descent of air parcels, i.e., the sensible 
heat flux points in the direction of the soil. 
 
At least, the neutral stratification implies a specific situation where no convection exists 
and the sensible heat flux is zero. Normally, this stratification is present during the tran-
sition from unstable to stable strat
 

Durin adia tic processes, the temperature of the air changes only b
I
ti
ing large pressure changes. The temperature gradient dT/dz which is used to calculate 
the refractive index gradient (2.3) is related to the potential temperature gradient dθ/dz 
as follows, e.g., [STULL, 1991]: 
 

ddz
ddT θ

dz
Γ−=  (2.28)

ith Γd Dry-adiabatic temperature gradient: Γd = 0.0098 K/m 
 

 
en e h  of the (dry-air) potential 

tempera  becomes evident if the gradient of the sensible heat flux 
is inves ted le heat flux H causes a loss or gain of potential 
temperature. The correspondent continuity equation is given by, e.g., [BLACKADAR, 
996]: 

w

The s sibl eat flux is a decisive parameter for determination
ture θ. This relationship
tiga : The gradient of the sensib

1
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dz
dH

dt
dcp −=
θ

ρ  (2.29)

ith cp Constant-pressure heat capacity of air [J/kg/K] 
ρ Density [kg/m3] 
θ Potential temperature [K] 

iterion to de-

w

t Time [s] 
 
The sensible heat flux can be measured using methods of scintillometry or sonic-
anemometry. When measuring H, the question may arise whether the latent heat flux 
LET affects the measured value of H. The Bowen ratio is an appropriate cr
cide if the influence of moisture is relevant or not. This ratio is defined by, e.g., 
[BRUNNER, 1982]:  
 
 

ETL
HB =  

(2.30)

 
Field measurements as reported in [WEISS et al., 1999] showed that the relative error 
due to moisture is less than 10% if the measurements base on optical scintillation (infra-
red or visible waves) and the Bowen ratio is not smaller than 0.4. Further considerations 
about the influence of moisture are made in [WESELY, DERZKO, 1975]. 
 
Back again, besides the gradient of sensible heat flux dH/dz, additional information is 
required to derive the potential temperature since the problem (2.29) is under-
determined. The Monin-Obukhov similarity theory which will be introduced in section 

.4 is a possible method to overcome this problem and allows the determination of the 
otential temperature and its gradient dθ/dz.  

 
co hich are presented above, the 
ra al changes. In order to analyze 

e  temperature profile in the lowest 100 m of the atmosphere, extensive temperature 

t different 
cations and times. As a result of the investigations of [BROCKS, 1948], the parame-

ters aT and b  have been determined which are part of the empirical formula modelling 

 

3
p

As a 
tempe

nsequence of these thermal exchange processes w
ture gradient is subject to vast temporal and spati

th
measurements have been performed such as those documented in [BROCKS, 1948]. 
These measurements are valid for the unstable stratification and took place a
lo

T  
the temperature gradient: 

 
T

T za
dz

=  (2.31)

with a

bdT −

T, bT Parameters of temperature gradient model 

 
This model is used in the following section where the influence of refraction on typical 
geodetic measurements is quantified by means of mathematical simulations.  
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2.5 Relevance of refraction influences for geodetic applications 

2.5.1 Refraction influences in the context of other thermal influences 
The influence of refraction deteriorating the accuracy of geodetic measurements is still a 
crucial point for the positioning in geodesy. In particular, refraction influences direction 
measurements, distance measurements, height differences, GPS measurements and 
measurements using photogrammetry.  
 
As shown in section 2.4, the refraction influences are always a function of the tempera-
ture gradient. Unfortunately, other systematic deviations of geodetic measuring proce-
dures also depend on the temperature, thus, these systematic deviations can combine 
with refraction influences.  
 
For example, variations of temperature can influence the line of vision of levels 
equipped with an integrated compensator in the order of 0.15 mgon/°C [INGENSAND, 

 temperature is large enough (more than 
 is not compensated otherwise, the systematic devia-

 instruments and measurement configurations) and therefore can 
e neglected in the following. 

effects and relevance of refraction, the following two exam-

e one hand, they are 
pplications which often make high demands on accuracy (sub-millimeter range). On 

.5.2 Precise levelling 

hus, isothermal air layers which do not run parallel to the line of sight cause system-
atic deviations due to unsymmetrical refraction effects. In other words, these circum-
stances cause a systematic deviation kr which mounts up with increasing length of the 

MEISSL, 1995]. Assuming that the variation of
5 °C) and the resulting deviation
tions of geodetic instruments can exceed the refraction influences. As a further example, 
changes of temperature can also produce systematic deviations by shifting and inclining 
of measuring pillars on which the geodetic instrument is positioned.  
 
But the considerations in this section assume that these non-refractive effects are com-
pensated by adapted accompanying measures (e.g., by means of calibration functions, 
adapted design of the
b
 
In order to demonstrate the 
ples of geodetic applications are calculated in the next subsections:   
1. Precision levelling 
2. Vertical angle measurements 
 
These two applications are chosen for the following reasons: On th
a
the other hand, the system and algorithms developed within the scope of this research 
work are expected to increase the accuracy for those two applications, i.e., the following 
simulation illustrates the requirements which must be met by any method correcting 
refraction influences. 
 

2
The following simulation deals with refraction influences in precise levelling neglecting 
other systematic deviations such as stability of the staffs. With a central position of the 
levelling instrument between staff 1 and staff 2 (Figure 2.6), the total refraction effect 
from one levelling setup will always be the difference of the refraction influences be-
tween the foresight measurement and the backsight measurement.  
 
T
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lev n 

bove ground. 

elling line. For example, the problem occurs when the levelling line consists of a
extensive slope. This situation is displayed in Figure 2.6 which characterizes the follow-
ing simulation.  
 
In this simulation, a temperature of 300 K and a pressure of 1000 hPa are assumed and 
he temperature gradient is a function of the height of the line of sight at

Hereby, the temperature gradient model of (2.31) is applied with parameters aT = 0.34 
and bT = 0.99 [BROCKS, 1948]. Thereby, these parameters represent the temperature 
profile of the first 100 m of the atmospheric boundary layer in the morning of a clear 
day in summer.  
 

 

Figure 2.6: Refraction influences in precise levelling: Configuration of simulation 

By using the differential equation (2.15), the propagation path of light z(x) can be de-
termined. The results are shown in Figure 2.7 wherein the difference z(x) between the 
calculated  2.7,  the 
systematic 

Assuming 17 levelling setups along a levelling line of 1 km, the total systematic devia-
m. For comparison: the standard deviation of 

eight differences obtained by precise levelling using digital levels is about 0.3 to 

 ∆
value z(x) and the initial value zi are plotted. As shown in Figure
deviation kr is about 0.044 mm for the stated input parameters. 

 

tion caused by refraction is 0.75 mm/k
h
0.4 mm/km  (double run levelling) as reported, e.g., in [INGENSAND, 1995]. There-
fore, the refraction influences should be taken into consideration. 
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Figure 2.7: Precise levelling: Simulation of propagation path z(x) 

 

2.5.3 Vertical angle measurements 
 

he second example investigates refraction influences on vertical angle measurements 

 In case (a) the temp e gradient ant (dT/dz = 0.25 K/m) 
along the line of sight. This case is typical, e.g. nd surfaces 
which are heated

 
 Case (b) investigates the wave propagation through the air wherein 3/4 of the 

propagation path is nts and 1/4 is strongly 
affected by a temper  may occur, e.g., when 

ns are displayed in Figure 2.8 for both cases. 

T
used for trigonometric height determination. The instrument points to a target which is 
positioned 60 m away. Target and instrument are assumed to be at the same height z. 
The simulation includes two cases characterized by different temperature gradient 
fields. In both cases, a temperature of 300 K and a pressure of 1000 hPa are assumed.  
 
• eratur is assumed to be const

, for homogeneous grou
 uniformly by the sun radiation.  

•
not influenced by temperature gradie
ature gradient of 1 K/m. This situation

the wave propagates near a heat source such as a warmed asphalt road.  
 
The results of the simulatio
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Figure 2.8: Direction measurement: Simulation of propagation path z(x) 

 
The integrated contribution of the temperature gradient is equal in both cases, but the 
distribution of the temperature gradient is different. As a consequence of the different 
distribution of the temperature gradient, the angle of refraction is subject to considerable 
ariations as shown v in Table 2.1. 

 
Refraction angle [mgon] Case 

δ1 δ2

(a): δ1 = δ2 = δ 0.48 0.48 
(b): δ1 ≠ δ2 0.16 0.73 

 

Table 2.1: Amount of refraction angle 

These numerical examples and equations show that large temperature gradients are es-
pecially critical if they arise close to the instrument. Temperature gradients arising near 
the target are less critical.  
 
For example, if the measurements are performed as depicted in case (b), i.e., if the in-
strument is in the range where no gradients occur, the refraction angle is only 20 % of 
the refraction angle obtained by measurements where the instrument and the target are 
positioned vice versa.  
 
In case (a) the refraction angle causes a height deviation dq of about 0.45 mm. This de-
viation can be eliminated if  
• the vertical angle is measured reciprocally whereby the instrument and the target are 

exchanged (reciprocal-simultaneous observations) 
• the temperature gradients do not change between the two measurements 
• the temperature gradient field is symmetrical 
 

 



Wave propagation in refractive media 20 Section 2 

Obviously, the last condition is not fulfilled in case (b). Although the instrument and the 
target are exchanged, a considerable part of the refraction influence still remains. The 
difference in case (b) is about 0.57 mgon which causes a deviation dq of 0.54 mm for a 

ropagation path length of 60 m. Thus, dq does not disappear when measuring using 
reciprocal-simultaneous configurations. 
 

2.6 Conclusions 
 
Refraction influences are a limiting factor in the accuracy of high-precision geodetic 
measurement. As demonstrated by the example of precise levelling in section 2.5.2, the 
amount of refraction influences is about twice the standard deviation of double run lev-
elling. The contribution of refraction influences depends to a large extent on the tem-
perature gradient and its spatial distribution. For example, the influence of the spatial 
distribution is illustrated by the simulated case (b) in section 2.5.3. This example shows 
that an appropriate choice of the place for the instrument can reduce the refraction angle 
by more than 80%.  
 
As it is shown in section 2.4.2, the temperature gradient is correlated with the sensible 
heat flux. This flux can be described using the energy balance presented in section 2.4.1. 
The fluxes of this energy balance are subject to considerable temporal and spatial 
changes according to a variety of influence parameters as mentioned in section 2.4.1. 
Hereby, the temperature gradient is the dominating influential parameter for the refrac-
tion effects when dealing with IR and light-wave. Up to now, the temperature gradient 
needed for refraction analysis must be obtained by additional measurements and cannot 
be derived from general thumb rules. 
 
Refraction may occur simultaneously with other temperature-induced deviations of the 
measuring setup as mentioned in section 2.5.1 which makes it difficult to separate re-
fraction influences from other influences. Traditional approaches in geodesy (such as 
symmetrical observation configurations, reciprocal-simultaneous observation or redun-
dant observations by multiple aiming at targets positioned one above the other or at ref-
erence height marks) often eliminate refraction influences simultaneously together with 
other systematic deviations. Hereby, these approaches base on certain assumptions con-
cerning the propagation path of light such as symmetry or circular shape which usually 
are not strictly fulfilled when performing geodetic field measurements. 
 
In order to obtain a hypothesis-free reduction of refraction influences, it is necessary to 
determine the refraction influences integrally along the propagation path. In the scope of 
this research work, the evaluation of the measured signal only is assumed to provide a 
satisfying estimation of the refraction influences. This estimation is based on image 
processing techniques which use the image data from built-in geodetic image sensors. 
Additionally, to estimate the refraction influences, the image processing techniques 
must be combined with atmospheric turbulence models as presented in the following 
sections. 
 

p
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3 Atmospheric turbulence model 

3.1 Introduction 
 
The goal of the atmospheric turbulence model presented in the following sections is to 
model the turbulent exchange processes of momentum and sensible heat in the atmos-
pheric boundary layer. From the turbulent fluxes of momentum and sensible heat, the 
temperature gradients can be derived, which are used to estimate refraction influences 
as modelled by (2.3).  
 
Turbulence is characterized by irregular fluctuations of the parameters (velocity, tem-
perature, concentration, etc.) of a gas or a fluid. The nature of turbulence is irregular and 
rather unpredictable. The Navier-Stokes equation is regarded as a deterministic answer 
to fluid dynamic and turbulence problems, e.g., [TRITTON, 1977]. Assuming a con-
stant density, the conservation of momentum leads to the Navier-Stokes equation as 
given by, e.g., [DRACOS, 1990]: 
 
 

{ 43421321
forceViscous

2

forcePressureforceInertia

uuuu
∇⋅νρ+∇−∇⋅ρ−=

∂
∂

ρ p
t

 [N/m3] (3.1) 

with u Velocity vector [m/s] 
ρ Density [kg/m3] 
p Pressure [hPa] 
ν Kinematic viscosity [m2/s] 
∇ Nabla operator (gradient) 

 
The Navier-Stokes equation describes the motion of all kinds of flows passing any sur-
face. They also describe the sensible heat flux H which is characterized by convective 
mass transfer in the atmospheric boundary layers and which is related to the temperature 
gradient as shown in (2.29). In order to distinguish turbulent flows from laminar (non-
turbulent) flows, the Reynolds number Re is the appropriate measure because turbulence 
effects only arise when the inertia force exceeds a threshold given by the viscous prop-
erties of the fluid or gas. Thus, the Reynolds number defines the ratio of the inertia 
force and the viscous force and is related to the Navier-Stokes equation as follows, e.g., 
[DRACOS, 1990]: 
 
 

ν
≈

∇ν

∇⋅
==

UL
F
FRe

viscous

inertia

u
uu

2
 (3.2) 

with U Characteristic velocity [m/s] of the fluid or of the gas 
L Characteristic length [m] 

 
Flows described by the same Reynolds number are similar in physical sense, where this 
property can be utilized for experimental setups such as wind tunnels. 
 
In laminar flows (i.e., absence of turbulence effects), the Navier-Stokes equation is ap-
proximately linear since |u⋅∇u| << |ν∇2u|. A turbulent flow is defined as a flow where 
the Reynolds number exceeds a defined value (in general: > 2300). For turbulence oc-
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curring in atmospheric boundary layers, the Reynolds number is very large and lies in 
the range of 106 to 107. The choice for the characteristic length L used in (2.4) depends 
on the application. For example, in hydraulic engineering the characteristic length L 
may be the diameter of a tube. In the atmospheric boundary, the Obukhov length which 
will be introduced in section 3.3.1 is an appropriate choice for the characteristic length. 
 
Under turbulent conditions, the term ρu⋅∇u cannot be neglected, therefore, the Navier-
Stokes equation becomes non-linear. Small perturbations draw energy from the laminar 
trajectories of the flow. As a consequence of non-linearity, the energy is redistributed 
into an increasing number of perturbations which become smaller and smaller. This 
effect yields eddies building a cascade of the turbulent flow. 
 

 

Figure 3.1: Cascade of turbulence 

 
The perturbations of the turbulent flow have a transient chaotic behavior and therefore 
cannot be described in a deterministic way. There are several approaches to deal with 
turbulence. Hereby, the approach using fractal theory has to be mentioned which states 
that several facets of fully developed turbulent flows are fractals, e.g., [MANDEL-
BROT, 1977]. Previous research work shows that several aspects of turbulence can be 
described roughly by fractals, and that their fractal dimensions can be measured 
[GROSSMANN, 1990]. These relationships are presented in Appendix A. However, it 

 not clear how, given the dimensions for several of the facets of turbulence, one can 

mes smaller and smaller with increasing Re, and 
hould allow the treatment the finest details in a homogeneous way. It cannot explain 

cle (energy range). The energy is transferred towards smaller scale sizes over 
ddy fragmentation, while the Reynolds number decreases (inertia range). The smallest 

The energy spectrum (section 3.2) mainly depends on the following two parameters: the 
structure constant of temperature CT

2 (cf. (3.62)) and the inner scale l0 (cf. (3.19)). Both 

is
solve up to a useful accuracy the inverse problem of reconstructing the original turbu-
lent flow itself [SREENIVASAN, MENEVEAU, 1996].  
 
For this reason, the following turbulence model uses the statistical properties of turbu-
lence as introduced by KOLMOGOROV [1941]. His approach advances a hypothesis 
for high (Re > 106-107) Reynolds numbers. This model explains why the scale size of 
the finest turbulence structures beco
s
why certain structures form and not others, but it describes the average flow of energy 
across the scale sizes of turbulence. 
 
The spectrum of kinetic energy as introduced in section 3.2 is a key point of the statisti-
cal approach by Kolmogorov. As will be explained in greater detail in section 3.2, ki-
netic energy enters the medium on large scales, in the form of convection or friction on 
an obsta
e
eddies have sub-critical Reynolds numbers, they dissipate heat, and are stable (viscous 
range). 
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parameters can be determined using appropriate methods such as methods of scintil-
lometry, sonic-anemometry, or image processing. Hereby, the applied measurement 

ethods and algorithms are described in sections 4 to 6. 

scribed by 
e profile function are Monin-Obukhov similar as postulated in section 3.3.  

ows the determination of temperature gradients by means of atmos-
heric turbulence. 

 

3.2 Energy spectrum  

erefore, the kinetic en-
rgy production and dissipation characterize the turbulent flow. 

near, the Navier-Stokes equation still 
annot be solved exactly [FEFFERMAN, 2000]. 

locity u (= |u|), the turbulent kinetic energy Ekin , the density ρ, etc., can 

m
 
CT

2 and l0 can be used to determine the temperature gradient since they allow the de-
termination of the sensible heat flux by means of dimensionless profile functions as 
presented in section 3.3.2. This procedure is valid so long as the quantities de
th
 
In the following, a more detailed explanation of the relevant elements of this procedure 
is given, which all
p

3.2.1 Energy density function of turbulent kinetic energy 
Turbulence can only be maintained by continuous inflow of kinetic energy because vis-
cous forces dissipate the kinetic energy into thermal energy. Th
e
 
The determination of the kinetic energy and the dissipation energy requires the knowl-
edge of the velocity u of the molecules of the fluid or gas which obeys the Navier-
Stokes equation. Because this equation is non-li
c
 
As a trade-off, the Reynolds approach to turbulence implicates that modelled parameters 
such as the ve
be split into  
• an average part denoted by an overline, e.g., u , kinE , etc., and  

a random fluctuation part denoted by an apostrophe, e.g., u• ′, E′, etc. whereby the 
random fluctuations are much smaller than the average part: 

onsequently, the Reynolds approach can be written as: 
 
C
 
 )()( tuutu ′+=  (3.3) 
 )()( tEEtE kinkin ′+=  (3.4) 

rbulent motion per unit mass. 
′ is related to the random fluctuations of the velocity by: 

 

 
In (3.4), E′ represents the turbulent kinetic energy of the tu
E
 

2

2
1 uE ′=′  [m2 s-2] (3.5) 

by various mechanisms, and dissipated by viscosity [PANOF-
KY, DUTTON, 1984]. 

 
The apostrophe indicates that the turbulent kinetic energy is the total kinetic energy 
(time-averaged) minus the kinetic energy of the mean motion. E′ is generated by im-
posed shear, transported 
S
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In turbulent flows, a direct measurement of u′ is possible by means of high-resolution 
anemometers, e.g., [OHMURA, ROTACH, 1997]. However, due to the random fluctua-
tions of E′(t) the direct interpretation of the time series E′(t) does not reveal the parame-
ters CT

2 and l0 which are needed for refraction detection. For this purpose, the spectral 
analysis of the time series of E′(t) is brought into play. Hereby, the Fourier transform of 
E′(t) characterizes the turbulent kinetic energy by means of energy density distribution 

′(ω) which is a function of the frequency ω [TATARSKII, 1971]: 

 
(3.6) 

e related by the covariance tensor Rij as follows, e.g., [PANOFSKY, DUTTON, 
984]:  

 

E
 

dttEE ti )(e)( ′=′ ∫
∞

∞−

− ωω  

 
The energy density distribution described by (3.6) can be measured as a (temporal) 
spectrum. Whereas the temporal spectrum is measured during a given length of time, 
the application of the energy density distribution for the determination of the inner scale 
(which is a spatial quantity as shown in section 3.2.6) requires the determination of the 
spatial structure of turbulence at a specified point of time. In order to obtain a relation-
ship between temporal and spatial structure of turbulence, Taylor's frozen turbulence 
hypothesis can be used. This hypothesis states that the temporal series of turbulent 
movements can be converted to the spatial one whereby the temporal and the spatial 
series ar
1
 

)/2()( κπijij RtR =  for i = 1, 2, ...;  j = 1, 2, ... 

with 

(3.7) 

tq ⋅u
=

πκ 2  (3.8) 

rbulence [m-1] 
uq Velocity of crosswind [m/s] 

 

ot deliver a relevant contribution to the temporal statis-
cs, e.g., [HUFNAGEL, 1978].  

tral 
onditions if the crosswind uq and the wave number κ fulfill the following equation: 

 

κ Spatial wave number of the tu 

 
The frozen turbulence hypothesis can only be applied to those cases where the turbulent 
eddies evolve with a timescale longer than the time it takes the eddy to be advected past 
a sensor. In other words, the frozen turbulence hypothesis holds if the local wind veloc-
ity is high in comparison to the change of the shape of the turbulent eddies. When con-
sidering scintillation measurements using imaging sensors or scintillometers, only the 
wind component which is perpendicular to the line of sight is relevant because the wind 
parallel to the line of sight does n
ti
 
Measurements presented by POWELL and ELDERKIN [1974] show that the frozen 
turbulence hypothesis is valid in the atmospheric boundary layer and under near-neu
c
 

dz
du

u q
q 4≥⋅κ  (3.9) 

 
Thus, the energy spectrum makes it possible to describe the scales of the eddies in the 
turbulent continuum. This means the spectral analysis allows the description of the 



Section 3 25 Atmospheric turbulence model 

transport of energy from large eddies (low frequency) to small eddies (high frequency). 
Using the spatial frequency spectrum, the density distribution of turbulent energy E′(κ) 
is a function of the wave number κ instead of the frequency ω. This energy density dis-
tribution is also known as turbulence spectrum describing the amount of turbulent ki-
netic energy which is contributed by eddies of the correspondent wave number κ = 2π/l 
(l: Eddy size). The eddy sizes L0 and l0 denote the limits of the ranges of energy injec-

on, energy transfer and energy dissipation as schematically shown in Figure 3.2.  
 
ti
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Figure 3.2: Energy transfer and turbulence spectrum )(κ′E , see also (3.16)  

Herein, turbulent kinetic energy is generated and injected at the lower wave numbers, 
i.e., at large eddy sizes. Then, a process of eddy fragmentation transfers the energy 
through the spectrum. Hence, the energy put in at low wave numbers is transformed to 
the higher wave numbers and, therefore, the eddies lose their anisotropic configuration 

rm and become more and more isotropic and smaller until they are dissipated.  
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Figure 3.3: Energy  dissipation rate ε′,  
adapted from [TATARSKII, 1971] 
spectrum E′ and spectral density of
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Based on this energy transfer process, the spectral energy density of the kinetic energy 
E′(κ) and the corresponding spectral density of the energy dissipation rate ε′(κ) is 
shown schematically in Figure 3.3. Figure 3.3 shows that the run of the function of 
E′(κ) can be split into an energy input subrange, an inertial subrange and a viscous 
subrange whereby these ranges are separated by the parameters L0 (outer scale) and l0 
(inner scale). The properties of E′(κ) in these subranges are presented in the following 
sections.  

3.2.2 Viscous subrange and dissipation rate 
As plotted in Figure 3.3, the spectral density of the energy dissipation rate ε′(κ) is 
dominant in the viscous subrange. ε′(κ) can be derived from the viscous force term of 
the Navier-Stokes equation (3.1) using the definition of the turbulent energy E′ (3.5) and 
Taylor's frozen turbulence hypothesis. Thus the spectral density of the dissipation rate is 
given by [TATARSKII, 1971]: 
 
 )(2)( 2 κνκκε E′=′  [m3/s3] (3.10) 

 
When ε′(κ) is integrated over all scales, the rate of loss of turbulent energy, denoted by 
the dissipation rate ε is calculated by  
 
 

∫
∞

κκ′κν=ε
0

2 )(2 dE  [m2/s3] (3.11) 

 
The kinematic viscosity ν used in (3.11) is specific to each medium. Moreover, in the 
case of the air, the kinematic viscosity can also be influenced slightly by the density and 
the temperature of the air [PRUPPACHER, KLETT, 1978]: 
 
 

510)15.273(0049.0718.1 −⋅
ρ

−+
=ν

T  [m2/s] (3.12) 

with T Temperature [K] 
ρ Density [kg/m3] 

 
The κ2-term of equation (3.10) causes a peak of ε′(k) in the regions of high frequency κ 
(Figure 3.3). In other words, the dissipation of kinetic energy takes place mainly at high 
frequencies, i.e., in the viscous subrange. Thus, the viscous forces dominate the inertia 
forces of (3.1) and turbulence effects only arises in the range where κ < 2π / l0. This cri-
terion gives the limit between the viscous subrange and the inertial subrange which is 
described in section 3.2.3.  
 

3.2.3 Inertial subrange 
In the inertial range, the kinetic energy associated with the large anisotropic eddies is 
transformed without loss of energy ε′(κ) to successively smaller and smaller eddies until 
finally the diameter is smaller than l0. As shown in Figure 3.3, the inertial subrange is a 
nearly dissipationless subrange of the spectrum. This subrange corresponds to spatial 
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dimensions of some meters to 2-3 kilometers in the atmospheric boundary, e.g., 
[BREMER, 1999]. 
 
The energy distribution function characterizing the inertial subrange is part of classical 
turbulence theory [KOLMOGOROV, 1941]. This theory is based on the assumption 
that on the convection scales denoted as inertial subrange, the constant mean dissipation 
rate ε is the only relevant parameter. In comparison with the viscous subrange, the spec-
trum E′ (κ) of turbulent energy is independent of the viscosity parameter ν in the inertial 
subrange. 
 
Using Buckingham's Pi theorem which states that physical laws are independent of the 
form of the units, the energy density spectrum E′ is given by 
 
 

EEE Πκε=κε′=′ αα 21),(  (3.13) 
 
The factor ΠE is a dimensionless numerical coefficient which must be determined by the 
use of physical experiments. The unknown parameters α1 and α2 can be derived from 
(3.13) by use of the analysis of the dimensions: 
 
 [m3 s-2]1 =  [m2s-3]α1 ⋅ [m-1]α2 (3.14) 
 
[m]:  3 = – α2 + 2α1
[s]:  –2 = – 3α1

(3.15) 

 
The unknown parameters can be calculated from (3.15). From the solution α2 = – 5/3 
and α1 = 2/3 it follows: 
 
 

EE Πκε=′ − 3/53/2  for 2π/L0 < κ < 2π/l0 (3.16) 
 
The 2/3-relation which was first introduced by KOLMOGOROV [1941] has been con-
firmed by numerous investigations. An overview is given in [GROSSMANN, 1990] and 
[BATCHELOR, 1993]. Hereby, the dimensionless constant ∏E in (3.16) appears to be a 
universal constant with a value close to 1.5 [MONIN, YAGLOM, 1975]. 
 
In order to obtain a function of E′(κ) which is valid for both viscous subrange and iner-
tial subrange, an additional term fΦ(κ) is introduced which describes the decay of the 
upper end of the turbulent energy spectrum: 
 
 )()( 3/53/2 κκεΠ=κ′ Φ

− fE E   for κ > 2π/L0 (3.17) 

 
A number of authors have given forms of the spectrum with these properties, such as 
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2
3exp)( Ef   [PAO, 1965]  (3.18) 

 
Further forms of fΦ(κ) are discussed in section 4.2. 
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3.2.4 Energy input range 
A turbulent medium can be maintained in the turbulent state only if energy is continu-
ously fed into the system so that the energy injection rate equals the rate of dissipation. 
The energy input occurs at the low frequency end of the curve with size scales on the 
order of 10 to 10,000 m, e.g., [PANOFSKY, DUTTON, 1984]. The largest eddies are 
therefore several orders of magnitude larger than the smallest, energy containing eddies. 
This fundamental physical property of turbulent flow makes it extremely difficult to 
describe a turbulent flow completely. Additionally, large eddies become more and more 
anisotropic since obstacles in the boundary layer such as hills, wood, etc., have an in-
creasing influence on the shape of the large eddies. Therefore, the run of E′(κ) is uncer-
tain in the range where κ < 2π/L0. For that reason, the definition of structure constants 
which are derived from the turbulent energy spectrum must be limited to the inertial 
subrange (cf. section 3.2.7). 

3.2.5 Stationarity of energy spectrum 
The studies of the energy transfer process described in the preceding sections is based 
on the assumption that production and dissipation are often slightly out of balance and 
the energy spectrum is either statistically stationary or the decay of the energy spectrum 
is only slow during the observation time. This implies a so-called "equilibrium of turbu-
lence". The equilibrium of turbulence requires that the dissipated energy is compensated 
by the same amount of energy which the undisturbed laminar flow supplies to the turbu-
lent flow at the limits between laminar and turbulent flow. 
 
If nearly stationary turbulence can be assumed, the classical turbulence theory of Kol-
mogorov is valid, otherwise the energy transfer process changes. Up to now, little is 
known about non-equilibrium energy transfer, but further investigations [LUND et al. 
1998] have shown that the energy transfer process is not fundamentally changed under 
non-equilibrium conditions. Therefore, the assumption that the energy spectrum closely 
follows the κ-5/3 scaling is quite reasonable within the range of 2π/L0 < κ < 2π/l0.  
 

3.2.6 Inner scale 
As mentioned in section 3.2.1, the crossover from the inertial subrange to the dissipa-
tion range is expected to happen at a scale denoted as l0. On smaller scales (i.e., on 
higher spatial frequencies) of the energy density spectrum, viscosity is effective explic-
itly. In order to separate the inertial subrange from the viscous range, the Reynolds 
number is the decisive criterion because turbulence does not occur in the dissipation 
subrange. The Reynolds number in the inertial subrange is in practice in the range of Re 
> 106 – 107, whereas the dissipation range yields a Reynolds number smaller than 1. 
 
Hence, the Reynolds number is used to separate the inertial subrange from the dissipa-
tion range whereby Re = 1 at the crossover. The characteristic length of Re at which the 
Reynolds number is about 1 defines the inner scale l0: 
 
 

rangen dissipatio  tosubrangeinertialCrossover 100 ⇔=
ν

=
lU

Re l  (3.19) 
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The characteristic velocity Ul0 can be obtained as a function of the kinematic viscosity 
[m2/s] and the dissipation rate [m2s-3]. By applying the Pi theorem again, the desired 
function of the characteristic velocity is given by 
 
 

0

21

0
),( ll fU Πεν=εν= αα  (3.20) 

 
The unknown parameters α1 and α2 can be obtained by the analysis of the dimensions: 
 
 [m s-1]1 = [m2s-1]α1 [m2s-3]α2 (3.21) 
 
[m]:  1 = 2α1 + 2α2
[s]:  –1 = –α1 – 3α2

(3.22) 

 
From (3.22) it follows α1 = α2 = 1/4 and 
 
 

00

4
llU Π⋅νε=  (3.23) 

 
If (3.23) is applied to (3.19), the inner scale l0 can be written as 
 
 4 131

0 0

−− εν⋅Π= ll  (3.24) 

 
The constant Πl0 is derived in [OBUHKOV, 1949], [TATASRKII, 1971] and [HILL, 
CLIFFORD, 1978]: 
 
 

4.7
Pr

)3/1(9 4/3
11

0
≈⎥⎦

⎤
⎢⎣
⎡ Γβ

=Π −
l  (3.25) 

with Pr Prandtl's number for air: Pr = 0.72 
β1 Obukhov-Corrsin constant of one-dimensional scalar spectrum: 

β1 = 0.43 
Γ Gamma function: Γ(1/3) = 2.679 

 

 
The Obukhov-Corrsin constant was first derived by CORRSIN [1951]. Measurements 
for this constant are given in, e.g., [HILL, 1978]. (There are two definitions of β1 de-
pending on the definition of the dissipation rate (3.11). These definitions deviate by the 
factor 2 from each other. Following the formulae of, e.g., [THIERMANN, GRASSL, 
1992], β1 = 0.86 is applied, cf. (3.65) ). 
 
Hence, the inner scale follows from (3.24) and (3.25), thus, l0 is given by: 
 
 ηεν 4.74.7 4 13

0 =⋅= −l  (3.26) 

where η Kolmogorov microscale  
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Regarding the turbulent motions of eddies, the inner scale l0 has the following meaning: 
Eddies the scale of which is shorter than l0 are dissipated by viscosity. For the atmos-
pheric boundary layer, the inner scale is typically l0 = 3 mm – 10 mm [THIERMANN, 
1990]. 
 

3.2.7 Structure constants of velocity and temperature 
Besides the inner scale l0, the 2/3 power law of (3.16) can also be used to define so-
called structure constants such as the structure constant of temperature CT

2 which are 
needed to determine the temperature gradient by means of dimensionless profile func-
tions (cf. section 3.4). Whereas the turbulent energy spectrum E′(κ) describes the behav-
ior of the velocity fluctuations in the one-dimensional Fourier space, the calculations 
using the structure constants are performed in real space (cf. section 3.4). Thus, the in-
verse Fourier transform must be applied whereby this transform provides the structure 
function of velocity fluctuations Du(r) as follows, e.g., [CLIFFORD, 1978]: 
 
 Du(r) = 2[Ru (0) − Ru (r)] (3.27)

with κκ−κ′= ∫
∞

∞−

driErRu )exp()()(  = E [u (x) ⋅ u (x + r)] (3.28) 

 Ru Autocorrelation of u  
 x Coordinate  
 r Distance (lag)  
 
(3.28) and (3.28) introduce Du(r) which is defined by the following statistical quantity: 
 

 2)(()( rxuxurDu +−= )  [m2 s-2] (3.29) 

 
The angular brackets in (3.29) denote a time average. The definition of Du(r) as pre-
sented in (3.29) is based on the assumption of a homogeneous and locally isotropic, 
random process whereby Du(r) is independent of x. 
 
Within the inertial subrange (section 3.2.3), the dissipation rate ε is the only influence 
coefficient on E′(κ), Therefore, due to the integration in (3.28), the structure function 
Du(r) of the velocity field only depends on ε and r. Thus, (3.31) can be derived by 
means of the following dimensional analysis: 
 
 [m2 s-2]1 =  [m2s-3]α1⋅[m1]α2 (3.30) 
 3/23/2)( rrD uu εΠ=  (3.31) 
 
The structure constant Cu

2 resumes the constant coefficients of (3.31), thus the structure 
function and the structure constant can be expressed as 
 
 3/22)( rCrD uu =  for L0 > r > l0 (3.32) 

 3/23/22 )( −⋅=εΠ= rrDC uuu  (3.33) 
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The structure constant of temperature CT
2 can be derived in a similar manner. Hereby, 

the power spectrum ΦT with the property 
 
 3/5)( −κ∝κΦT  for 2π/L0 < κ < 2π/l0 (3.34) 
 
is introduced which states that fluctuations of the temperature associated with the same 
turbulent flow as used in (3.16) inherit also the same power spectrum. Therefore, the 
structure constant of temperature CT

2 can be obtained from (3.34) and yields: 
 

 3/22 )( −⋅= rrDC TT  for L0 > r > l0 (3.35) 

with CT
2 Structure constant of temperature  [K2⋅m-2/3]   

 
2)()()( rxxrDT +θ−θ=  [K2] (3.36) 

 θ Potential temperature [K]  

 
As presented in the following sections, the structure constant of temperature CT

2 is 
Monin-Obukhov similar and is applied therefore to the determination of temperature 
gradients by means of the Monin-Obukhov similarity. 
 

3.3 Monin-Obukhov similarity 

3.3.1 Scaling parameters 
As mentioned in section 2.4, the description of turbulent transport processes is impor-
tant for refraction detection since these processes are related to gradients of tempera-
tures, pressures and moistures wherein the gradient of temperature is predominant. As 
described in section 2.4.2, the temperature gradient is mainly determined by the sensible 
heat flux, cf. equation (2.29). However, (2.29) is not sufficient for the determination of 
the temperature gradient. In order to overcome this problem, the theory of Monin-
Obukhov similarity can be utilized which was introduced by MONIN and OBUKHOV 
[1954]. This similarity theory uses scaling quantities such as the Obukhov length to de-
termine the temperature gradient and to characterize stable, unstable and neutral stratifi-
cation whereby these types of stratification have already been introduced in section 
2.4.1. 
 
The Obukhov length is related to the turbulent energy transport, which is modelled as 
follows: Atmospheric turbulence consists of mechanical turbulence, driven by vertical 
shear and the wind, dissipation, and thermal turbulence such as heat convection, gener-
ally driven by sensible heat flux. Thus, an equilibrium of energy is given by [e.g., OH-
MURA, ROTACH, 1997]: 
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 (3.37) 

with wus ′′ρ−=τ  (3.38) 
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p
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cT
Hgwg

dt
d

−=′ρ′−=
ϕ

 (3.39) 

with τs Shearing stress or momentum flux [N/m2]  
 u′ Randomly fluctuating wind component in horizontal direction 

[m/s] 
 

 w′ Randomly fluctuating wind component in vertical direction [m/s]  
 ϕg Gravitation potential [J]  
 ρ′ Randomly fluctuating density [kg/m3]  
 H Sensible heat flux [Jm-2s-1]  
 cP Constant-pressure heat capacity of air [J kg-1 K-1]  
 
The solution of (3.39) requires an approximate model of the vertical distribution of 
mean wind. The phenomenological theory of PRANDTL [1932] assumes a logarithmic 
profile given by: 
 
 

zk
u

dz
ud

k

*=  (3.40) 

with wuu s ′′−=
ρ
τ

=*  (3.41) 

 kk Von Kàrmàn constant: kk = 0.4 
u∗ Friction velocity [m/s] 

 

 
The product lPr with  
 
 Zkl k=Pr  (3.42) 

 
is known as the Prandtl "mixing length" which can be interpreted as follows: The mean 
velocity of a gas molecule is assumed to run in the horizontal direction. However, when 
a random fluctuation of velocity displaces the gas molecule in the z-direction, the mole-
cule covers the mixing length lPr until it has been mixed within its neighborhood, i.e., 
the molecule has delivered the impulse in z-direction to neighboring molecules. The 
concept of the Prandtl mixing length assumes that the turbulence is stationary (section 
3.2.5). Moreover it assumes the ground to be horizontal and flat which can only be ful-
filled approximately in geodetic practice. 
 

 

Figure 3.4: Logarithmic velocity profile and  
the Prandtl mixing length (schematically) 
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The logarithmic profile defined by (3.40) is only valid under neutral conditions 
atmospheric boundary layer, i.e., the sensible heat flux H is zero. Moreover, (3.4

es that turbulence is generated mechanically and the gradients of wind are linear to 

of the 
0) as-

sum
the friction velocity. Thus, equation (3.40) must be generalized with the use of (3.37). 
From (3.37), (3.39), and (3.40) follows 
 
 

{
pk

s
Hu

dt
Ed

τ=
′ * (3.43) 

cT
g

zk
+ε−

≈0

 

(3.43) depends on the height z. The Obukhov length LMO is defined as LMO = z 
equilibrium of (3.43) is in steady state, i.e., dE′/dt = 0 [OBUKHOV, 1941]. Neglecting 

e dissipation rate ε, the Obukhov length can be derived from (3.41) and (3.43), thus 

 
if the 

th
LMO is given by: 
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The sensible heat flux H depends on the difference between surface temperature and 

idity on buoyancy are neglected, the Ob
 becomes: 

 

temperature aloft. If the effects of hum
length

ukhov 
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 T∗ Temperature scale  

 
The Obukhov length is independent of height and is therefore suited for a length scale to 

odel t eory (cf. 
Append  pres  in  sensib
flow H oundary layer (section 
.4.1). For this reason, the Obukhov length is also used as a criterion to distinguish sta-

ation (usually during daytime) 
LMO > 0  ⇔  Stable stratification (inversion, night time) (3.47) 

he derivation of the Obukhov length neglects the influence of dissipation as shown in 
(3.43). Moreover, the assumption of (3.40) is only an approximation valid for neutral 
stratification. For these reasons, [WYNGAARD et al., 1971] introduced the flux-

m urbulent structures in a way similar the scale factor Λ used in fractal th
ix A). As ented  (3.44), the Obukhov length depends on the le heat 
 which defines the stratification of the atmospheric b

2
ble stratification from unstable stratification: 
 
 LMO < 0  ⇔  Unstable stratific

LMO = 0  ⇔  Neutral stratification (transition) 
 
But the classification of (3.47) should be applied with caution because the original defi-
nition of stratification used to classify atmospheric boundary layers is characterized by 
the sensible heat flux H as described in (2.27). 
 
T
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Richardson number Rf as a more suitable stability criterion for flux-profile relationships 
in the atmospheric surface layer. The flux-Richardson number Rf is defined by 
[RICHARDSON, 1920]: 
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Thus th ty crite usin

time) 

*
⎠⎝⎝ dzdz

e stabili rion g the flux-Richardson number Rf is given by: 
 
 Rf < 0  ⇔  Unstable stratification (day 

Rf > 0  ⇔  Stable stratification (inversion, night time) 
Rf = 0  ⇔  Neutral stratification (transition) 

(3.49) 

 
For example, during day time the temperature gradient dzTd /  is normally negative. 
Thus, the flux-Richardson number is also negative. Normally, the exact value of the 
flux-Richardson number Rf has no importance to the user in geodesy with the exception 
discussed in section 3.6. The decisive criterion is only the sign of Rf. The reason is that, 
epending on the stratification (unstable or stable), different dimensionless profile func-

tions for structure parameters and temperature must be applied (cf. section 3.3.2). Using 

.3.2 Dimensionless profile functions for structure parameters and temperature 
d OBUKHOV [1954] based the Monin-Obukhov similarity theory 

ssumption that the dimensionless ratio ζ given by 

d

the Obukhov length as a scale factor, these profile functions allow the determination of 
the effective temperature gradient and therefore a correction of refraction influences. 
 

3
MONIN an on the 
a
 
 

MOL
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=ζ  (3.50) 

 
defines the surface-layer stability, which expresses the relative efficacy of buoyancy and 
hear in producing turbulence. In this case, Monin-Obukhov similarity theory implies 

ind shear du/d es a universal function ϕM(ζ) of ζ, if the mom
flux is scaled with a typical scale parameter u : 

s
that the w z becom entum 
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ζϕ=⋅ M
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dz
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u
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with ϕM Dimensionless profile function of wind shearing  

With respect to (3.40), the dimensionless profile function for neutral stratification is 
defined by: 
 
 

 

1)0( =Mϕ  (3.52) 
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The Monin-Obukhov similarity theory can be extended to other quantities under the 
assumption that a dimensionless profile function ϕ(ζ) is determinable and sufficiently 
models the quantity. In doing so, the similarity theory offers a description of the com-
mon-behavior of the desired quantity (e.g., temperature gradient) by an universal func-
tion which is empirically determined. This function is universally valid, if the quantity 
is properly scaled. In the scope of refraction detection, the mean potential temperature 
gradient dθ/dz can be derived using the dimensionless function for the sensible heat flux 
[MONIN, OBUKHOV, 1954]: 
 
 )(

*

ζϕ=
θ

⋅ h
k

dz
d

T
zk  (3.53) 

With ϕh Dimensionless profile function of sensible heat flux  
 
In order to obtain ϕh, it is common to expand the universal function in powers of ζ and 
fitting the results to observations. Since the direction of the flux depends on the stratifi-
cation (stable / unstable), different profile functions are usually given and are distin-
guished into the two cases LMO < 0 and LMO > 0. BUSINGER et al. [1971] suggested for 
the wind profile similarity: 
 
 ϕM = (1−16ζ)-1/4 LMO < 0 

ϕM = 1+5ζ LMO > 0 (3.54) 

 
DYER [1974] and BRUNNER [1979] suggested for the temperature profile similarity: 
 
 ϕh = ϕM

2 =  (1−16ζ)-1/2 LMO < 0 
ϕh = ϕM = 1+5ζ LMO > 0 (3.55) 

 
The investigation on the profile functions is not yet finished. The re-evaluation of 
HÖGSTRÖM [1988] showed that ϕh should be slightly modified as follows: 
 
 ϕh = (1−12ζ)-1/2 LMO < 0 

ϕh = 1+7.8ζ LMO > 0 (3.56) 

 
The differences of the profile functions arose because the amount of the von Kàrmàn 
constant kk was not known exactly. Using kk = 0.4, (3.56) can be expected to confiden-
tially determine the temperature gradient in the scope of this research work. In order to 
validate this statement, a comparison between (3.55) and (3.56) is discussed in section 
7.3, whereby this comparison is based on the temperature gradient measurements in the 
field experiments of section 7.2. If the temperature profile function and the Obukhov 
length LMO are given, the corresponding gradient dθ/dz of potential temperature can be 
calculated using (3.45) and (3.53) (cf. section 3.4). In this regard, the determination of 
LMO is required using the dimensionless profile functions of the dissipation rate ϕε (ζ) 
(3.60) and the temperature structure constant ϕC T (ζ) (3.65) as explained in section 3.4. 

3.4 Calculation of refraction angle using Monin-Obukhov similarity 
As presented in section 2.1 the temperature gradient dT/dz is the decisive parameter for 
the calculation of the refractive index gradient and the refraction angle. Assuming the 
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Monin-Obukhov similarity theory is valid, the mean temperature gradient follows from 
(2.28), (3.45), (3.46), (3.51), and (3.53) as follows: 
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The friction velocity u∗ and the Obukhov length LMO must be derived from quantities 
which can be measured using field instruments. Hereby, u∗ (3.41) and the temperature 
scale T∗ (3.46) can be determined, e.g., by use of a sonic-anemometer which determines 
the variances of the wind components and of the temperature. Thus, LMO can be calcu-
lated using (3.45) if the temperature scale T∗ is determined. But in geodetic practice, 
neither values for u∗ nor LMO are available. In order to express the friction velocity by 
another equation, the dissipation rate is used, because the dissipation rate can be deter-
mined by means of the inner scale (3.26) which can be derived from image processing 
algorithms (section 4 and 6). Assuming the dissipation rate is Monin-Obukhov similar, 
the dimensionless profile function of the dissipation rate ϕε is given by [WYNGAARD, 
CLIFFORD, 1978]: 
 
 ( ) ε⋅=ζϕε 3

*u
zkk  (3.59) 

 
In (3.59) the dimensionless profile function is scaled by the friction velocity u∗. In other 
words, ϕε only depends on the ratio ζ = z/LMO. In doing so, ϕε can be expressed by a 
semi-empirical profile function ϕε (ζ) whereby numerous profile functions differing 
slightly from each other are known in the literature. In this research work, the following 
functions are applied which have been determined from tower measurements and scin-
tillation data [THIERMANN, GRASSL, 1992]: 
 
 ϕε = (1−3ζ)-1 − ζ LMO < 0 

ϕε = (1+4ζ+16ζ2)1/2 LMO > 0 (3.60) 

 
The dissipation rate derived from (3.26) is given by  
 
 4

0
344.7 −ν⋅=ε l  (3.61) 

 
where the inner scale is assumed as known with use of a scintillometer (cf. section 5.2) 
or of other methods based on optical turbulence (cf. section 4). 
 
Thus the problem of calculation of refraction angle is reduced to the determination of 
the Obukhov length needed as scale parameter in (3.57). Since the Obukhov length de-
pends on the temperature scale T∗ as shown in (3.45), an additional profile function is 
required which contains T∗. For this reason, the structure constant of temperature CT

2 
can be used which is defined by: 
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 3/22)( rCrD TT =   for L0 > r > l0 (3.62)

with 
2)()()( rxxrDT +−= θθ  (3.63)

 DT Structure function of temperature [K2] 
θ Potential temperature [K] 

 

 
Here, the structure function of (3.62) is considered in the inertial subrange and the tem-
perature field θ(x) of (3.63) is assumed to be locally isotropic and homogeneous. Since 
the structure constant of temperature CT

2 can be assumed to be Monin-Obukhov similar, 
the following profile function can be used [WYNGAARD et al., 1971]:  
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The same experimental investigations as in (3.60) yield the following semi-empirical 
scaling functions [THIERMANN, GRASSL, 1992]: 
 
 ϕCT = 4β1(1−7ζ+75ζ2)-1/3 LMO < 0 

ϕCT = 4β1(1+2.5ζ3/5)1/3 LMO > 0 (3.65) 

with β1 Obukhov-Corrsin constant with β1 = 0.86  
 
Using (3.58), (3.59), (3.61), and (3.64), the following nonlinear equation for ζ = z/LMO 
can be formulated [WEISS, 1998]: 
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The inner scale l0 and the structure constant of temperature CT

2 are determined using 
measurements of optical turbulence as described in sections 4 where the measuring path 
runs horizontally in a height of z above ground. If an approximation of LMO is provided, 
(3.66) can be solved, e.g., with use of the method of generalized reduced gradients 
(GRG).  
 
Attention should be paid to the sign of LMO since the profile functions are different for 
LMO > 0 (stable stratification) and LMO < 0 (unstable stratification). If the Monin-
Obukhov length is determined after a few iterations of (3.66), the scale is known for all 
profile functions based on Monin-Obukhov similarity theory and, thus, the temperature 
gradient needed for calculation of refraction angle can be determined using (3.57). 
 

3.5 Footprint considerations  
The determination of temperature gradients using Monin-Obukhov similarity theory 
should be interpreted by a quantitative criterion for the representativeness of the flux 
measurements since the dimensionless profile functions are only valid for locally ho-
mogeneous areas. Footprint considerations can provide this criterion. In doing so, foot-
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print considerations assume that measurements at a given height in the surface layer are 
related to the spatial distribution of surface sources which is defined by the source area 
of the influence of the sensor. This so-called footprint includes an area which is respon-
sible for a specified contribution to the value measured by the sensor. The determination 
of footprints is useful if the surface is inhomogeneous since footprints allow an indica-
tion of the spatial resolution of meteorological observations above inhomogeneous sur-
faces. 
 
The footprint can be modelled for relatively large-scale and geometrically simple sur-
face inhomogenities. There are various models of footprint, but, in the following, the 
description is restricted to a model as presented by [SCHMID, 1994] because it allows 
practical and descriptive conclusions about the spatial representativeness and the local-
ness of the field measurements. In this regard, this model used for footprints assumes 
that the surface consists of an infinite array of unit point sources. These sources are 
weighted in respect to the influence to the sensor. The source weight is small for small 
separation distances because of the wind moving the meteorological quantities (e.g., 
fluxes or temperature) away from the sensor. With increasing distance, the source 
weight increases too and reaches a maximum. If the separation distance to the sensors 
continues to increase, the source weight falls off again and tends to zero for large dis-
tances due to diffusion effects. The equipotential curve of the described source weight 
function bounds the area of the footprint. The shape is displayed schematically in Figure 
3.5. 
 

 

Figure 3.5: Shape of footprint (adapted from [SCHMID, 1994]) 

 
Assuming the diffusion perpendicular to the wind direction is Gaussian, the shape of the 
footprint is axial-symmetric and can be described by the area Af, the upwind distance af 
between near end of footprint and the sensor, the distance bf between far end of foot-

rint and the sensor, the distance m  of maximum source weight of the footprint and the 

e area Af and the lat-
ly increase with an increasing height of instrument. Moreover, 
, the surface roughness, the wind direction, the wind speed and 

p f
lateral half-width cf of the footprint. Algorithms and models for the determination of 
these parameters are given in [SCHMID, 1994]. The decisive quantity for the determi-
nation of footprints is the height of the sensor above ground zi. Th
eral half-width cf linear
the Obukhov length LMO
the fluctuation of wind also affect the size of the footprint and its position.  
 
In section 7, an estimation of the footprints is integrated into the description of the ex-
periments. The position and size of the footprint enable a decision as to whether the site 
conditions can be assumed to be homogeneous or inhomogeneous. 
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3.6 Conclusions 
The introduction of the turbulent energy spectrum, structure functions, and the Monin-

bukhov similarity theory represent an efficient method to model the turbulent ex-

haracterize geometrically the equilibrium of turbulent kinetic energy in the 
tmospheric boundary layer, the Obukhov length can be applied. This length provides a 

o, these quantities are used as scaling 
arameters for dimensionless profile functions which determine the momentum flux and 

he presented algorithm to determine the temperature gradient only holds if the sensible 

ince the dimensionless profile functions depend on the Prandtl mixing length, the pre-

e time, this similarity theory 
enerates a velocity profile which defers from logarithmic profile. The contradiction 
nly disappears in the ca  of neutral stratification, i.e., ϕM(0) = 1.  

 
erein, the flux-Richardson number quantifies the deviation of the actual stratification 

O
change processes in the atmospheric boundary layer because the similarity relations link 
scintillation statistics obtained from field measurements to the desired meteorological 
variables used for refraction correction. Although, it should be emphasized that the 
structure functions as introduced in (3.29) and (3.63) are only valid if the velocity fields 
(or the temperature fields, respectively) are locally isotropic and homogeneous. 
 
In order to c
a
scale which uses averaged quantities such as T∗ and u∗ and, thus, operates with a statis-
tical approach to describe turbulence. Since this statistical approach requires that T∗ and 
u∗ are stationary during the integral time, the validity of the data available from field 
experiments can be limited because of the continuous change of the meteorological 
conditions.  
 
Under the condition that LMO, T∗, and u∗ are not zer
p
sensible heat flux. These dimensionless profile functions based on the Monin-Obukhov 
similarity theory are only valid in the atmospheric boundary layer where all fluxes being 
at the same height z are assumed to be constant and independent of the position, e.g., 
[STULL, 1991]. This assumption is plausible if the source area of the influence of the 
sensor (footprint) is approximately homogeneous. 
 
T
heat flux, the dissipation rate, and the structure constant of temperature are a function of 
z/LMO, i.e., Monin-Obukhov similar. This similarity theory has been proved in several 
experiments [BUSINGER et al., 1971] and [DYER et al., 1982]. But in general, many 
quantities of boundary layer meteorology such as temperature and pressure are not 
Monin-Obukhov similar. 
 
S
sented derivation of the Obukhov length can cause the following contradiction. On the 
one hand, the Monin-Obukhov similarity theory uses the Prandtl's logarithmic velocity 
profile in the calculation of kinetic energy and, at the sam
g
o se

H
(i.e., Rf > 0 or Rf < 0) from the neutral stratification (Rf = 0). For this reason, it would be 
sensible to replace ζ = z/LMO by ζ′ = Rf   using the relation 
 
 

)(ζϕ
=f

zR  (3.67) 
MMOL

 
The derivation of (3.67) is given by definitions provided in (3.45), (3.46), (3.48), and 
(3.55). The influence of this correction (3.67) on the results evaluated from field meas-
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urements is discussed in section 7.3. As is mentioned there, a comparison between the 
data processed using Rf with those processed using LMO does not yield more accurate 
results. 
 
The dimensionless profile function ϕh (3.53) for the determination of temperature gradi-
nts is based on the sensible heat flux H. However, in addition to H, the latent heat flux 

LET is also part of the energy transfer processe as presented in section 2.4.1, i.e., mois-
ture effects can affect the determination of temperature gradients. Further investigations 
are still in process to check if additional moisture measurements are needed [WEISS et 
al., 1999].  
 
 

e
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4 Optical turbulence 

4.1 Phenomena of optical turbulence 
The determination of refraction angles using temperature gradients and Monin-Obukhov 
similarity theory requires the calculation of the structure constant CT

2 and the inner 
scale l0, cf. (3.66). These quantities can be determined using the effects of optical turbu-
lence. Optical turbulence is a phenomena of waves propagating through turbulent me-
dia. The following paragraphs summarize essential elements of this theory [CLIF-
FORD, 1978] needed for refraction analysis. 
 
Optical waves traversing a turbulent 
propagation medium develop spatial 
patterns of irradiance and phase fluctua-
tions since turbulent exchange proc-
esses such as convection induces ran-
dom irregularities in the atmosphere's 
index of refraction. Optical turbulence 
is usually understood as a regime of the 
light propagation medium characterized 
by intense refractive index fluctuations 
in both time and space over a large 
range of scales. The phenomena of op-
tical turbulence can be classified into phase fluctu
of light beams (Figure 4.1).  

Figur
a

elec

 
Phase fluctuations σs

2 are perceived in the plan
distortions of the incoming wave front cause slig
the plane of the imaging sensor (Figure 4.2).  
 

Figure 4.2: Effects of optical turbulence
grabbed by an imaging syste

 
Intensity fluctuations can be perceived as tempor

f the light beam. Phenomena of intensity fluctuo

 

 
e 4.1: Log-intensity fluctuation σχ

2 

nd phase fluctuation σs
2 of an  

tromagnetic wave (wave vector E) 
ations and fluctuations of the intensity 

e of the receiver as follows: Random 
ht image motion and image blurring in 

 

 on one-dimensional pattern  
m (schematically) 

al variations of the received irradiance 
ations are the twinkling of stars or the 
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irregular change of brightness of pixels in optical imaging systems. Scintillometers (cf. 
section 5) also utilize intensity fluctuations: These instruments send out laser beams and 
measure the intensity fluctuations of these beams after propagating through a turbulent 
medium.  
 
Both phase fluctuations and intensity fluctuations result from refractive index fluctua-
tions. These refractive-index fluctuations are caused by turbulent eddy motions along 
the propagation path. These eddy motions are generated by temperature and humidity 
fluctuations. The eddies of these motions act as a collection of converging and diverg-
ing lenses which affect the propagation of the light beams. 
 

 Convergence

 

Divergence 

 

Refractio

 

n 

Figure 4.3: Effects of eddies (gray) on light beams 

The refractive-index fluctuations are known as optical turbulence and can be character-
ed by the refractive-index structure constant C 2 . As presented in (2.2), the refractive iz n

index is mainly influenced by the temperature and pressure. Thus, the refractive-index 
structure constant Cn

2 can be derived from the structure constant of temperature CT
2 and 

from (2.2) as follows: 
 
 

2
2

2
n

pC ⎞
⎜
⎝
⎛ α

= λ
2 TC

T
⎟
⎠

 (4.1)

cal sense. 
 fact, the structure constant Cn varies in dependence of the turbulent regime of tem-

perature and buoyancy. As the sun rises, convection causes hot turbulent air eddies to 
rise. The rising turbulent air has a large refractive structure constant in contrast to down-
moving, cool air, which is characterized to a very small refractive structure constant 
[HILL, 1992].  
 

 
(4.1) neglects moisture effects. This neglect is adequate if the wavelength of the meas-
ured waves is in the range of visible light [WEISS et al., 1999]. 
 
The refractive-index structure constant Cn

2 is not a constant in the mathemati
2 In
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The refractive-index structure constant can be assumed to be constant along the propa-
gation path if the optical path runs parallel to the locally homogeneous ground. When 

e refractive-index structure constant may vary be-

Refractive index spectrum 
o the relation (4.1) between the structure constant of temperature CT

2 and th
dex 2 2 e statistical approach as C . 

nalogo o  index spectra can be related to t e 
ructure function of refractive index Dn as presented in (3.62) and (3.63): 

the propagation path is not parallel th
cause of the altitude dependence of Cn

2. In general, the refractive-index structure con-
stant decreases with increasing height above the ground [HUFNAGEL 1978]. 
 

.2 Modelling optical turbulence 4

4.2.1 
Due t at of 

2refractive in
A

Cn , the properties of Cn  follow the sam
us t (3.35), the structure constant refractive

T
h

st
 
 3/22 )( −= rrDC nn   [m-2/3] for L0 > r > l0 (4.2) 

ith 
2)()()( rxnxnrD +−=  w n (4.3) 

Dn Structur

is a consequence of a dimensional analysis (cf. section 
.2.7). Th  an onal spectrum of Kolmogorov Φn(κ), which 
escribes the fluctuations of the refractive index: 

or 2π/L0 < κ < 2π/l0 (4.4)

ith 

 e function of refractive index  

 
The exponent "-2/3" in (3.62) 
3 is alysis uses the one-dimensi
d
 
 ( ) 3/5−κ⋅∝κΦn  f

w
l

=κ  π2

Diameter of turbulent eddy 

ereby, e refractive index is related to the Fourier trans
f the sp n

(4.5)

 
 

l  

H  the structure function of th
ectrum Φ (κ), e.g., [BELAND, 1993]: 

form 
o
 
 Dn(r) = 2[Rn (0) − Rn (r)] (4.6)

with κκ−κΦ= ∫
∞

∞−

n (4.8)

These relations reveal that the refractive inde spectrum is an essential element t
scribe the phenomena of optical turbulence. For further investigations in three-
dimensional space, the refractive index spectrum Φn(κ) must be extended by the intro-
duction of the three-dimensional frequency κ. Thus, the three-dimensional refractive 
index spectrum is given by [CLIFFORD, 1978]: 
 
 

drirR nn )exp()()(   
(4.7)

R (r) = E [n (x) ⋅ n (x + r)]  
 

x o de-

( )
( )

( ) ( ) rrκrκ 3
3 exp

2
1 diRnn ⋅−
π

=Φ ∫
∞

∞−

 (4.9)
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Assuming that the random medium is statistically homogeneous and isotropic in each 
transverse plane of the wave, the autocorrelation function Rn(r) and the refractive index 
spectrum Φn(κ) only depend on the magnitude of the vectors r = |r| and κ = |κ|, respec-
tively. Using (3.62), (4.6), and (4.9), the relationship between the refractive-index struc-
ture constant Cn

2 and the refractive index spectrum is principally given under the condi-
tion that the Fourier transform in (4.9) converges. Hence, the refractive index spectrum 
in the inertial range is given by, e.g., [CLIFFORD, 1978]: 
 
 ( ) 3/112033.0 −κ⋅=κΦ nn C  for 2π/L0 < κ < 2π/l0 (4.10)
 
This equation is theoretically derived and can be applied to other quantities the corre-
sponding spectrum obeys the "2/3"-law of Kolmogorov (3.16) such as the turbulence 
spectrum of temperature ΦT , e.g., [HILL, et al., 1980]: 
 
 ( ) 3/112033.0 −κ⋅=κΦ TT C  for 2π/L0 < κ < 2π/l0 (4.11)
 
Since (4.10) and (4.11) are only valid in the inertial range, the following equation pro-
vides a cut-off for the dissipation range and, thus, introduces the inner scale into the 
function of the refractive index spectrum [TATARSKII, 1961]: 
 
 

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

κ
κ

−κ⋅=κΦ −
2

2
3/112 exp033.0

m
nn C  for 2π/L0 < κ  

(4.12)

with κm = 5.92/l0

 
Due to the mathematical structure of (4.12), this spectrum can be applied in the whole 
frequency domain of κ > 2π/L0. Various authors have extended the Tatarskii-model in 
respect of the outer scale which limits the inertial subrange at the large-eddy scale L0, 
such as [GARDNER, PLONUS, 1975]: 
 
 

( ) ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

κ
κ

−κ+⋅=κΦ
−

2

26/112
0

22 exp1033.0
m

nn LC  (4.13)

 
The refractive index spectrum has been experimentally determined in field experiments, 
e.g., in Boulder (CA) [HILL, CLIFFORD, 1978] and [PRIESTLEY, HILL, 1985]. 
These measurements confirmed the spectra of (4.12) and (4.13) in general, but it is rec-
ommended that the decay from the inertial range to the dissipation range be modelled by 
a more sophisticated model: 
 
 ( ) ( ) ( )0

6/112
0

22 ,1033.0 lfLCnn κκ+⋅=κΦ Φ

−
 (4.14)

with fΦ  Decay of refractive index fluctuations in dissipation subrange 
 
The function fΦ is introduced by HILL [1978] in order to model the refractive index 
spectrum in the range of high Reynolds numbers more precisely. He proposed to derive 
fΦ from a second-order, linear, homogeneous differential equation. To avoid solving the 
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differential equation, a good analytical approximation for fΦ is given in [CHURNSIDE, 
1990]: 
 
 fΦ = exp(−70.5κ2η2) + 1.45⋅exp(−0.97⋅[ln(κη) + 1.55]2) (4.15)

with η  Kolmogorov microscale: η = 0.135 l0, cf. (3.26) 
 
With regard to the mathematical integration, the approach (4.15) is quite problematical 
for calculation. Therefore, ANDREWS [1992] suggested a more simplified approach: 
 
 fΦ = 1 + 1.08⋅ (κ/κl) − 0.254⋅ (κ/κl)7/6 (4.16)

with 
0

3.3
ll =κ  (4.17)

 
Unless otherwise mentioned, the Hill spectrum introduced in (4.14) with the simplifica-
tion of (4.16) is used for further calculations because of the conformity with results of 
practical experiments [HILL, CLIFFORD, 1978]. The good conformity of the Hill spec-
trum bases an a slight bump for κ near the inner scale. This bump is shown in Figure 4.4 
where the refractive index spectrum of Hill is compared with the Tatarskii spectrum. 
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Figure 4.4: Comparison between Hill spectrum and Tatarskii spectrum 

4.2.2 Light propagation in turbulent media 
 
The refractive index spectrum obtained in section 4.2.1 provides information about the 
energy transfer processes in the turbulent medium through which the light beams are 
propagating. However, the relation between the phenomena of optical turbulence as 
introduced in section 4.1 and the refractive index spectrum must still be formulated. 
This relation is given by the Helmholtz equation 
 
 0222 =+∇ EE nk  (4.18)
with E Electric field vector 

k Wave number: k = 2π/λ (λ : Wavelength) 
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(4.18) assumes that depolarization terms are negligible for the propagation of optical 
waves in the earth's atmosphere, e.g., [CLIFFORD, 1978]. The refractive index n used 
in the Helmholtz equation is a space-variant random variable. Assuming the Reynolds 
approach of section 3.2.1 is valid for space-variant random variables, n becomes: 
 
 ),(),( RnnRnn TT rr ′+==  (4.19) 

with rT Transverse vector of the spreading light beam  

 

 

Figure 4.5: Transverse vector of the spreading light beam, 
adapted from [ANDREWS, PHILLIPS, 1998] 

 
The spectrum of n is given by Φn (section 4.2.1). Thus, the Helmholtz equation (4.18) 
principally provides a relationship between the refractive index spectrum Φn and the 
random amplitude and phase fluctuations of the electric field of the wave propagating 

ough a random medium. However, (4.18) cannot be solved in close form. Therefore, 
further simplifying approaches must be formulated which then yield only approximate 
solutions of the Helmholtz equation. Some of these heuristic approaches are summa-
rized in a brief overview presented in Figure 4.6. 
 

th

Geometrical optics method

Methods neglecting
diffraction influences

Born approximation Rytov's method

Methods of smooth perturbation

Perturbation Theory

Weak

Markovian approximation

Strong

Optical Turbulence

 

Figure 4.6: Approaches for modelling of light propagation in turbulent media 

 models of waves such as an unbounded plane wave or a spherical wave.  

The model of plane waves assumes equiphase hase fronts which form parallel planes. 
Plane waves are mostly applied in astronomy 
ated. 
 

 
The approaches of Figure 4.2 mostly treat the optical wave propagation by means of 
simple
 

 p
when the scintillations of stars are evalu-
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Plane wave fronts Spherical wave fronts 

Figure 4.7: Plane waves and spherical waves 

In contrast to plane waves, spherical waves consist of equiphase surfaces which are 
characterized by concentric spheres. The spherical wave model is valid for point emit-
ters of light where the wave spherically emanates from the origin (emitter).  
 

ssuming the propagationA  path is limited to a few hundred meters, the regime of the so-

 

s a method of smooth perturbation (MSP), the Rytov approximation mode
ropagation of a scalar wave through a medium with large-scale inhomogenities, i.e., 

l0 >> λ where λ is the wavelength. Unlike other methods such as the geometrical-optics 
ethod, the Rytov approximation takes into account diffraction effects which arise 

when the Fresnel radius (λ R)  is larger than the inner scale l0; e.g., for the propagation 
path R = 100 m and λ = 550 nm, the Fresnel radius is about 7 mm. Since the inner scale 

 f elow ion effects cannot be ne-
glected 
 
The Ry the following approach to provide an approximate solution of 
the Helm SKII, 1971; ISHIMARU, 1978]: 

called weak turbulence prevails (cf. section 4.5.2a). Under these conditions, the Rytov 
method was found to give good agreement with scintillation data and, therefore, is the 
tandard method used today under these conditions, e.g., [TATARSKII, 1992]. s

 
A ls the 
p

m
1/2

l0 can all b 7 mm, e.g., under windy conditions, diffract
in this example.  

tov method uses 
holtz equation (4.18) , e.g., [TATAR

 
 [ ]),(exp0 RAE Trψ⋅=  (4.20)

 ),(i),(),( RStR TTT rrr ⋅+χ=ψ  (4.21)

 

0

),(ln),(
A

RAR T
T

rr =χ  (4.22)

ogenities of the 

with A0 Electromagnetic amplitude of incident wave 
ψ (rT, R) Complex phase perturbation 
χ (rT, R) Logarithm of amplitude (Log-amplitude) 
S (rT, R) Phase 
R Length of propagation path 

 
Considering diffraction effects, the Rytov method introduces the total complex phase 
erturbation of the electromagnetic wave which is influenced by inhomp
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refractive index. The Rytov approximation is an acceptable solution of the Helmholtz 
equation (4.18) under the assumption that the turbulence regime is weak (section 4.5.2a) 

e negligible, e.g., [STROHBEHN, 1978]. 

depends on 
e refractive index spectrum and on the assumed wave model (e.g., spherical or plane 

le-of-arrival fluctuations for determination of Cn
2  

s a sur-
ce of constant phase. Angle-of-arrival fluctuations occur when optical wave fronts 

 effects of that wave front. These degrada-
on effects cause image blurring and image motions where image motion comes from 
e influences of large edd s moving across the aperture and image blur arises fro

bination of small-scale effects and large-scale effects produced by eddies of differ-

light propagation. This configuration is dis-
layed in Figure 4.8 where the wave is assumed to be propagating horizontally. 

 
For plane and spherical waves propagating through a statistically homogeneous iso-
trop ith 
regard to the vertical angl f-arrival αH, the random 

uctuations become [RYTOV et al., 1987]: 

: ασ=  (4.23)

and backscatter effects ar
 
If these assumptions hold, the Rytov method enables the calculation of the angle-of-
arrival fluctuations and intensity fluctuations as presented in the following sections 4.3 
and 4.4. The calculations are based on the spectral representation of ψ and 
th
waves). The spectral representation of ψ leads to complicated integrals, therefore, the 
following sections only presents the results. A more detailed reference for the derivation 
of the angle-of-arrival fluctuations and intensity fluctuations is given, e.g., in [AN-
DREWS, PHILLIPS, 1998] and [LAWRENCE, STROHBEHN, 1970]. 
 

.3 Ang4

4.3.1 Phenomenon 
Angle-of-arrival fluctuations are perceived as, e.g., image blurring and image motions. 
These fluctuations are related to the wave front of a propagating wave which i
fa
passing through irregularities of the refractive index field become distorted. 
 
As radiation with a distorted wave front continues to propagate, its local irradiance also 
must vary under the focusing and spreading
ti
th ie m the 
com
ent size.  
 
The angle-of-arrival which is a measure for these effects is defined by the angle be-
tween the normal to the perturbed phase front and the normal to the unperturbed wave 
front, i.e., to the tangent of the direction of 
p

ic medium, the fluctuations in the plane normal to the ray are also isotropic. W
e-of-arrival αV and horizontal angle-o

fl
 
 22

αα σ≈σ
VH

2

 
This result has also been confirmed as a result of field measurements in Claro / Switzer-
land [TROLLER, 2000]. As a conclusion for geodetic practice, the measurements are 
only needed for either the horizontal or the vertical component of the angle-of-arrival, 
i.e., the use of line scan sensors is possible. 
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Figure 4.8: Normal vectors of unperturbed (N0) and perturbed (N1) wave fronts, 
adapted from [RYTOV et al., 1978] 

 

4.3.2 Modelling 

s the random 

The modelling of angle-of-arrival fluctuations uses the phase front and its deviation 
from the unperturbed state. Referring to Figure 4.8, angle-of-arrival fluctuations are 
caused by random phase shifts whereby these phase shifts are interpreted a
distortion of the phase front of the wave. Assuming a statistically homogeneous and 
isotropic random medium, the fluctuation of the phase can be described by means of the 
following phase structure function DS (a) defined by: 
 

2)()()( arSrSaD +−=   S (4.24)

with a Diameter of receiver aperture 
 

 

S'

k a

α
S''

Unperturbed
phase front

Turbulent eddies

DS
1/2

 

Figure 4.9: Relation between angle-of-arrival α and phase structure function D  
S′ and S′′ denote the phase of the lower and upper end of the wave front 

sing the geometrical-optics approximation as shown in Figure 4.9, the angle-of-arrival 
uctuations can be expressed by the phase structure function as follows: 

S

U
fl

 



Optical turbulence 50 Section 4 

 

22
2 )(

ak
aDs=σα  (4.25) 

 
where (4.25) assumes the angle-of-arrival to be small, i.e., tan(α) ≈ α. (4.25) implies 
that the angle-of-arrival is given if the phase structure function is known.  
 
Using the spectral representation of the complex phase perturbation of the Rytov 

ethod, TATARSKII [1961] expressed the phase structure funm ction by means of the 
refractive index spectrum. The following representation of the phase structure function 
is given by [LAWRENCE, STROHBEHN, 1970]: 
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with J0 Bessel function of the first kind (order = 0)   
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for plane waves (4.27)

 
The phase structure function as given in (4.26) and (4.27) is valid for statistically ho-
mogeneous isotropic media. If the Hill spectrum Φn(κ) (4.14) is used, the phase struc-
ture function becomes approximately [ANDREWS, PHILIPPS, 1998]: 
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(4.29)

A comparison between  (4.29) reveals that the angle-of-arrival fluctuation  
ca wav times smaller than those for the plane wave. This rule 

 u r th rical wave lies within the ran-
domly i o ves propagate through 
the sam di

0 and  

 
 (4.28) and s of

spheri
holds

l es are about three 
nde e assumption that the source of the sphe
nhom geneous medium and both spherical and plane wa

e um and with the same propagation path length R. e m
 
Since angle-of arrival fluctuations of an optical wave in the plane of the receiver aper-
ture can be measured as slight motions of image structures, the angle-of-arrival fluctua-
tion can be determined using the focal length f of the imaging system as illustrated in 
Figure 4.10. 
 



Section 4 51 Optical turbulence 

Aperture Line scan sensor

σ
σα
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Figure 4.10: Angle-of-arrival fluctuation σα
2 and fluctuation of image structures σx

2

Using the geometrical relations depicted in Figure 4.10, it follows that: 
 
 

2

22
2

f
p xe σ⋅

=σα  (4.30)

with f Focal length [m] 
p  Size of quadratic pixel element [me /pixel] 
σx

2 Variance of the motion of image structures [pixel] 
 

 
ination of σx

2 will be discussed in section 6.4, where edge detection algo-
 σx

2
The determ
rithms are described in order to determine . Using (4.25), (4.28), (4.30), and neglect-
ing the influence of the outer scale L0, the structure constant of refractive index follows 
from [BRUNNER, 1979]: 
 
 

Rf
ap

R
aC xe

n 2
2

09.109.1
σσα ⋅

==  (4.31)

 
(4.31) allows a direct determination of C

3/1223/12

The application of (4.31) is only valid if the outer scale is as-
med to be very large (i.e., L0 → ∞). This assumption concerning the outer scale L0 

nd the effect on the determination of Cn
2 will be investigated in section 4.5.2.  

 
(4.31) in combination with (4.1) allows the determination of the structure constant of 

e temperature fluctuations which is assumed to be Monin-Obukhov similar and which 

n
2 without any knowledge about the inner scale 

l0 and the outer scale L0. 
su
a

th
can be used to calculate the temperature gradient as presented in section 3.4. However, 
as shown in section 3.4, the determination of temperature gradients requires also the 
knowledge of the inner scale l0. Thus, the determination of l0 is investigated in the fol-
lowing section. 
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4.4 Intensity fluctuations for determination of inner scale 

tensity fluctuations are perceived as temporal changes of the irradiance of the incom-
ing light beams, e.g., as twinkling of a target poral changes of the brightness of 
an image. Using CCD sensors, these changes can be measured by the temporal variation 
of the voltage w ntegration time. 

4.4.1 Phenomena 
In

 or as tem

hich is accumulated on each pixel element during the i
The intensity fluctuations of a light ray propagating through turbulence can be ex-
pressed using the log-amplitude variance σχ

2  
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he normalized intensity fluctuation σI

2 / I 2T  is a measure and provided, e.g., wi
of the detectors of a scintillometer as described, e.g., in [HILL, OCHS, 1978], [C

ER, WESELY, 1980], [HILL et al., 1992], [THIERMANN, GRASSL, 1992] 

se methods 
stimates the noise variance σV

2 of the image signal which yields the normalized inten-
sity variance as follows: 

 

th use 
OUL-

T
 
Moreover, the normalized intensity fluctuation can also be determined using image 
processing algorithms as described in section 6.3 and 6.4.4.b), e.g., when the adaptive 
Wiener filter or least squares template matching algorithm are applied. The
e
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intensity fluctuations and log-
ormal amplitudes needs a sophisticated model as described in the following section. 

Modelling 
Intensity fluctuations are associated with a redistribution of the ray energy which arises 
as a consequence of the focus effects of the turbulent eddies.  
 

 
(4.32) and (4.33) yields the log-normal amplitude influenced by the inner scale and by 
other parameters such as Cn

2 and length of the propagation path. Thus, the determina-
tion of the inner scale is based on the measurement of 
n

4.4.2 

 

Figure 4.11: Focus effects of eddy on an emitted wave 

Since the focus effects are related to the diameter of the turbulent eddies, the intensity 
fluctuations depend on the spectrum of the refractive index fluctuations Φn and, hence, 
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on the inner scale l0. This dependence allows the calculation of the inner scale using the 
ity fluctuations and the Rytov approach which provides an approximate solution 

to the Helmholtz equation as presented in section 4.2.2 under the assumption that log-
mplitude fluctuations are sm ll, i.e., 

intens

a a
 
 12 <<χ  (4.34)

N, 1970] 

 

 
First, a relation between the refractive index fluctuations Φn and the log-amplitude vari-
ance σχ

2 is derived from the second-order spectral representation of the Rytov approxi-
mation. Including the refractive index spectrum, these fluctuations can be written with 
the integral representation as follows [LAWRENCE, STROHBEH
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sing the Hill Spectrum given by (4.14), (4.16), and (4.17) the fluctuations of log-
amplitude are given by [ANDREWS, PHILLIPS, 1998]: 
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with 
k

RQ l
l

2κ
=  (4.39)

 (4.40)

 (4.41)
 
In the following, the spherical wave case (4.38) which is assumed to be valid for geo-
detic applications is used between the (measured) 
log-amplitude variance σ lation (4.38) is not suit-

llowing by the in-
oduction of the auxiliary variables x  and y  defined as follows: 

6/116/722 23.1 RkCnI ⋅=β  
λπ= /2k  

. Basically, (4.38) provides a relation 
2 and the inner scale l . Since this reχ 0

able for the efficient computation of l0, (4.38) is simplified in the fo
tr c c
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If (4.38) is unction grap tted as show
 

 evaluated, a f h can be plo n in .12.  Figure 4
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The bold subsection of the graph of Figure 4.12 denotes the range of (λ R)1/2 l0
-1 which 

is typical for applications in geodesy. Within this range, one-to-one relation between (λ 
R)1/2 l0

-1 and σχ
2 / Cn

2 is available.  
 
The relation between xc and yc can be molded into an approximate formula which is 
valid for the bold range in Figure 4.12. With the assistance of a simulation program 
(SLS-OPS, Scintec Ltd, Tübingen) based on (4.38), σχ

2 can be calculated if λ, R, l0
2 , 

and Cn
2 are specified [FLACH, HENNES, 1998]. The output of the simulation is a se-

ries of values (xc, yc) as shown in Figure 4.13. 
 

 
Figure 4.12: Relation between inner scale and log-amplitude fluctua
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Figure 4.13: Results from simulation 

n between xc and yc: 

1/2 3/2 ) (4.44)

The following empirical function gives a relatio  
 
 yc = –2.692 – 140.5 xc + 31.86 xc  + 377.8 xc  – 0.317 ln(xc
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(4.44) has been determined as follows: Assuming l0, λ, R, and Cn
2 are known, σχ

2 is 
calculated using (4.38) and the values xc and yc are determined using (4.42) and (4.43). 
These values are displayed in Figure 4.13. The curve in Figure 4.13 can be modelled 
using a least squares fit which yields the terms in Table 4.1. 
 

Term Value Std. deviation 
(Intercept)   -2.6919  0.4038 
         xc -140.4709 12.3855 
   xc^(3/2)   31.8603  2.8071 

xc^(3/2)  377.7963 22.5371 
    ln(xc)   -0.3170  0.0488 

Table 4.1: Estimated parameters and standard deviations 

 
Besides the estimated values, the standard deviations of the parameters are also pre-
sented in Table 4.1 to illustrate the quality of the regression. The chosen function (4.44) 

 advantageous in comparison to high order polynomials since (4.44) is more stable 

 of σχ
2, 

is
than high order polynomials.  
 
In order to compare the fitted function (4.44) with the original function (4.38)
(4.44) and the corresponding values of (4.38) are presented in Figure 4.14. 
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.692 - 140.5 xc + 31.86 xc

1/2 + 377.8 xc
3/2 - 0.317 ln(xc)  

Figure 4.14: Comparison between simulated values yc and approximation yc (fitted) 

 
Hence, (4.44) provides a sufficient relation between yc and xc in the bold range of Figure 
4.12. 
 
Summarizing this section, the inner scale l0 is calculated as follows  
1. Determine Cn

2 using angle-of-arrival fluctuations and (4.31) 
2. Calculate the log-amplidude σχ

2 using the intensity fluctuation and (4.32)  
3. Insert Cn

2 and σχ
2 into (4.42) and compute xc 

4. Determine yc with use of xc and (4.44) 
5. Insert yc, λ, and R into (4.43) and solve for l0 
 
From (4.42), (4.43), and (4.44) follows the observation equation for l0 given by: 
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ship shown in Figure 4.12 if the 
2 2

4.5 Analysis of accuracy  

he influence of random deviations can be decreased using sensors which provide re-
 the analysis of random deviations can yield 

riate measuring system (section 5). In order to avoid 
or reduce systematic deviations, the applied model must be refined. However, the re-

m itional quantities. Both random and 

luctuations must be determined using imaging sensors and image processing 
chniques (section 6). In order to analyze the required accuracy of the system, assump-

s of a sunny summer day. Further, assumptions 
bout the desired accuracy of Cn

2 and l0 are required. Investigations about the accuracy 
f Cn

2 and l0 and their influence on the tempe re presented in [D
EN, 2000]. It was found that the accuracy of Cn  and l0 which is required for the de-
rmination of the temperature gradient depends on the actual turbulent conditions.  

 general rule tanda
σ  = 0.032 0

0%. U ariances, the standard deviation of the structure 
onstant Cn

2 follows from (4.31) and is given by: 

22 86.31105.140692.2 ⎜
⎜
⎝

⋅⋅+⋅⋅−
n CC

T
remaining parameters (λ, R, σχ  , Cn ) are known or measured. This procedure is called 
"inner-scale algorithm" in the following. The inner-scale algorithm which approximates 
(4.38) is stable since the fitting function converges for all valid input values and, fur-
thermore, this algorithm is advantageous since small deviations caused by the limited 
accuracy of measurements are not amplified in the algorithm. 
 

 
In general, the quality of the estimation of parameters can be deteriorated by  
• random deviations due to the measuring process and the imperfectness of the sen-

sors. 
• systematic deviations in cases where the applied model does not entirely hold.  
 
T
sults of an adequate accuracy. In this sense,
some hints for selecting an approp

fine ent often involves the measurement of add
systematic deviations are discussed in the following analysis.  
 

4.5.1 Random deviations 
In sections 4.3 and 4.4, the structure constant of refractive index Cn

2 and inner scale l0 
are derived from the angle-of-arrival fluctuations and the intensity fluctuations whereby 
these f
te
tions about the planned experiments and the meteorological conditions are necessary. 
For this purpose, R = 75 m, λ = 550 nm, Cn

2 = 0.32, and l0 = 4.6 mm are assumed 
whereby Cn

2 and l0 represent condition
a
o rature gradient a

2
EUS-

S
te
 
Since
viation of 

s do not exist, the following analysis assumes a required s
⋅10

rd de-
Cn2 l

sing the law of propagation of v
-12 m-2/3 and σ  = 0.46 mm which means a relative accuracy of 

1
c
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If an aperture of a =  the angle-of-arrival 

he 
ner scale follows from the law of propagation of variances and is given by: 

0.065 m is assumed, the required accuracy for
fluctuations is 6.5⋅10-12 rad2. Therefore, an imaging system with a focal length f = 500 
mm and a size pe = 10-5 m/pixel of pixel elements must determine the standard deviation 
of σx

2 with an required accuracy of σσ x2 = 0.016 pixel2. 
 
The accuracy of the estimation of the inner scale is influenced both by the accuracy of 
the log-amplitude fluctuations σσχ2 and of the structure constant σCn2. Using (4.45) and 
the values for R, λ, Cn

2, and l0 which are assumed above, the standard deviation of t
in
 
 ( ) ( )2212

0 2 8.2104.8 ⋅+σ⋅⋅=σ
Cnl

 
If an accuracy σ

2σχ
σ  [mm] (4.47)

ry, an accuracy of the log-amplitude fluctuations 
 (4.47). This demand is equivalent to a signal-to-

 and the standard deviation of σx
2 can be consid-

 imaging systems and the image processing tech-

n
ay occur when modelling optical turbulence by Rytov's method 

issa 
et 

 for plane waves (4.48)

 
 for spherical waves (4.49)

with 

l0 = 0.46 mm is necessa
σσχ2  = 13% is required as follows from
noise ratio (SNR) of 8.8 dB. The SNR
ered as criteria for the suitability of the
niques presented in section 5 and 6. 
 

4.5.2 Systematic deviations 

a) Weak turbulence and saturatio
ystematic deviations m

 effects 
S
of small perturbations as presented in section 4.2. As shown, e.g., in [CLIFFORD, et al., 
1973], modelling optical turbulence requires the distinction of weak and strong turbu-
lence. This distinction is essential since, within the range of weak turbulence, the inten-
sity fluctuations increases with the path length and with the strength of turbulence until 
it reaches the "saturation" range and, thus, the beginning of the regime of strong turbu-
lence. 
 
This description of intensity fluctuations is illustrated in Figure 4.15. The absc
shows the Rytov variance β0

2 defined by, e.g., [TATARSKII, 1992], [ANDREWS, 
al., 1998] or [AZOULAY et al., 1988] 
 

6/116/722
0 23.1 RkCn⋅=β  

6/116/722
0 496.0 RkCn⋅=β  

λπ= /2k   (4.50)

 λ Wavelength of light 
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Figure 4.15: Comparison between measured intensity fluctuations and  
estimated values (Data: [TATARSKII, 1992]) 

The ordinate of Figure 4.15 displays the normalized intensity fluctuations. The graph of 
igure 4.15 is interrupted at the transition from weak turbulence to strong turbulence 
ecause there is still a lack of an accepted theoretical description of the saturatio

nomenon. Nevertheless, the Rytov variance is a measure of the strength of fluctuations 
by the medium in this type of wave propagation and allows the distinction between 

an tro riterion of weak turbulence is fulfilled
iven in Figure 4.15 and the methods presented in section 4.3 and 4.4 can be applied.

r the determination of the inner 
scale using the intensity fluctuations 
since 

ons lose their significance if the 

F
b n phe-

weak d s ng turbulence. If β0
2 < 0.6, the c  as 

 g
 
The saturation phenomenon as de-
cribed above is especially important s

fo
10000

the measured intensity fluctua-
1000x 

[m
]

ti
range of weak turbulence is ex-
ceeded. During day-time (i.e., Cn

2 < 
10-12 m-2/3), the assumption of weak 
turbulence is normally valid for a 
maximal length of propagation path 
Rmax = 170 m as follows from (4.49). 
For spherical waves, the relation be-
tween Cn

2 and Rmax is plotted in 
igure 4.16. 

100
0.001 0.01 0.1 1

Cn
2 [10-12 m-2/3]

R
m

a

  

Figure 4.16: Maximal length of propagation 
path Rmax for weak turbulence 

6, an increase of Cn
2 requires a decrease of the measuring path. 

F
 
As shown in Figure 4.1
Practical field experiments should take account of this limitation due to saturation. In 
contrast to intensity fluctuations, phase fluctuations continue to increase with increasing 
path length, although, the theoretical propagation of phase fluctuations in the strong 
turbulence range has not been fully investigated yet [GARDNER, PLONUS, 1975]. But 
this is not relevant, since, as mentioned above, the measurement technique is more re-
stricted by the saturation of the intensity fluctuations than by the phase fluctuations. 
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b) Aperture averaging 
In the atmosphere, the light beams are

d

a

e

Light beams subject to 
ultiple scattering and the propagation path varies 
ndomly. Strictly speaking, the spherical-waves 

equations as given, e.g., in (4.36) assume a point 
r which collects the ra-

d

ht 
eams. In other words, aperture averaging may 

arise if the aperture is not relatively small to the 
Fresnel radius (λR)1/2 since the effective diameter 
de acts as a lowpass filter [FRIED, 1967]. 

Figure 4.17: Effective diameter

m
ra

source and a point receive
diation. But ealing with practical applications, the 
entrance aperture of the receiver has a finite effec-
tive diameter de. Whether a receiver can be ap-
proximated by a point receiver depends on its lat-
eral dimension relative to the lateral dimensions of 
the intensity fluctuations of the corresponding lig
b

Aperture averaging causes a spatial average of the incident irradiance over the aperture 
and, thus, weakens the scintillation effects. These effects can be modelled by the at-
tenuation coefficient for aperture averaging Asph which is introduced for spherical waves 
by ANDREWS [1992] as follows: 
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e Effective diameter of detector  
 

he attenuation coefficient is to be multiplied with the log-amplitude fluctuations ob-T
tained by (4.38). Hence, the log-amplitude attenuates as illustrated in Figure 4.18. 
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Figure 4.18: Influence of aperture averaging on log-amplitude fluctuations 
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For this research work, aperture averaging effects are neglected because of the absence 
of an exact model which estimates the effective diameter de. In order to reduce aperture 
averaging effects, image sensors were selected in section 5 which provides a considera-
bly higher sensitivity than the required SNR of 8.8 dB (section 4.5.1), such as, e.g., the 
video theodolite TM3000V with SNR = 46 dB (CCD camera). Due to the higher sensi-
tivity, the determination of σχ

2 as the input for the determination of l0 is expected to be 
still possible. Further research work should investigate the aperture averaging problem 

 more detail. 

. As mentioned in section 4.3.2, the outer scale L0 is assumed to influence 
e angle-of-arrival fluctuations (4.26) and (4.27) since L  appears in the refractive in-

in
 

c) Outer scale 
The outer scale L0 bounds the anisotropic turbulence range and the upper end of the in-
ertial subrange, i.e., the inertial subrange copes with eddies the diameter of which is 
larger than L0
th 0
dex spectrum Φn(κ) as given by (4.14) and, therefore, L0 is also included in (4.28) and  
(4.29). Thus, the influence coefficient for outer scale cL is introduced in order to model 
this influence whereby cL is defined by 
 
 

RC
ac

n
L 2

3/12
ασ

=  (4.52)

 
Assuming L  to be negligible, the influence coefficient for outer scale c  is 1.09 The 0 L
value 1.09 follows from (4.31). In the literature, other factors are reported, too, e.g., 
GURVICH et al. [1968] introduced cL = 1.05. The relation between cL and L0 can be 
determined using (4.28) and (4.29) and is shown in Figure 4.19 and Figure 4.20 (plots 
are determined with a = 0.065 m and R = 75 m). 
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Figure 4.19: Influence coefficient  
for spherical waves 

Figure 4.20: Influence coefficient  
for plane waves 

Figure 4.19 and Figure 4.20 show a decrease of the influence coefficient c  for a de-L
creasing outer scale L0 where the decrease is strong especially in the lower ranges of L0. 
For practical applications, the height above ground is sometimes used as a rough esti-
mate of the outer scale for the atmospheric surface layer, e.g., [HUFNAGEL, 1978].  
 
But the outer scale L0 is uncertain since the boundary between the anisotropic turbu-
lence range where energy is injected and the inertial subrange cannot be determined 
exactly, cf. section 3.2.4. The reason is that, in an anisotropic regime, the eddies are not 
spherical yet but have different extensions in horizontal and vertical direction. There-
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fore, the outer scale can be assumed to extend more than 100 meters in horizontal direc-
tion and a few meters in vertical direction [STROHBEHN, 1968].  
 
Hence, the outer scale is thought to be on the order of some 100 meters and the value 
cL = 1.09 for the influence coefficient of spherical waves seems to be a good approxima-
tion. In this case, the systematic deviation is at the most about 5 %, if L0 is not smaller 
than 100 m. 
 

4.6 Conclusions 
It is shown that the angle-of-arrival fluctuations and the log-amplitude fluctuations are 
meaningful for the determination of the inner scale l0 and structure constant Cn

2. Both 
parameters are needed to calculate the refraction angle (cf. section 3.4).  For this pur-
pose, the method of smooth perturbation (Rytov method) can be introduced to derive a 
relation between the wave parameters and l0 and Cn

2.  
 
In the scope of this research work, the angle-of-arrival fluctuations based on (4.31) are 
applied to determine Cn

2. Basically, this relation was already used in previous geodetic 
research work, such as [BRUNNER, 1979], [CASOTT, 1999], [DEUSSEN, 2000]. In 
addition to those publications, the analysis presented in section 4.5.2c) also investigates 
the influence of the outer scale L0. This mostly theoretical analysis shows that the influ-
ence of L0 causing systematic deviations for the determination of Cn

2 can be neglected if 
L0 is larger than 100 m. 
 
The inner-scale algorithm presented in section 4.4.2 is a new method to determine l0. In 
contrast to  [CASOTT, 1999] which uses the balance point of the full intensity spectrum 
of the incoming ray to estimate l0 by means of an empirical function, the inner-scale 
algorithm is based on the variance of the log-amplitude variance σχ

2 of the incoming 
ray. The analysis of accuracy in section 4.5 reveals that l0 can be accurately determined 
in this way.  
 
A still unsolved problem is a general rule for the measuring time needed to determine 
σχ

2. Basically, the measuring time is important since the refraction correction is based 
on the average of the temperature gradients (cf. section 3.4). A general rule for the 
measuring time can not be derived from the theoretical formulae of section 4.4.2. Thus, 
further investigations are required which take the auto-correlation function of the turbu-
lent regime into account. With respect to the capability characteristics of current geo-
detic instruments, a measuring time in the range of 1 to 10 seconds  was chosen for the 
measurements of section 7. 
 
The disadvantage of the Rytov method is its sensitivity to saturation on longer path 
lengths since the determination of inner scale is based on the measurement of intensity 
fluctuations. Due to saturation influences, the evaluation of these fluctuations is not 
valid yet if the propagation path and the optical turbulence exceed the limit defined by 
the Rytov variance (Figure 4.16). However, the determination of Cn

2 suffers less from 
this restriction which requires the presence of weak turbulence. In fact, the evaluation of 
the angle-of-arrival fluctuations is considered valid under strong turbulent conditions, 
also [ISHIMARU, 1978]. 
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The presented algorithms are designed for imaging systems and propagation path 
alysis of accuracy provides some hints for choosing 

appropriate sensors and image processing algorithms (section 4.5.1). Uncertainties still 
 which attenuates the log-amplitude fluc-

e lined above is based on the principles of statisti-
cal pag
dat  are ric 
boundary layer. Since it is very difficult to m te 
refe esults based on the introduced modelling tools 
suc refractive index spectrum and the turbul  to verify 
and should be discussed carefully. Practical measurements as discussed, e.g., in [VI-
NO NN, 1990], [CASOTT, 1999], and [TROLLER, 
200 ental data and the theo-
reti by a reference system, however. Therefore, the 
app action analysis seems to be quite promising. 
 

lengths of less then 200 m. The an

exist about aperture averaging (section 4.5.2b)
tuations. This attenuation caused by aperture averaging should be compensated by high-
sensitivity imaging sensors and by optimizing the lens system. But further investiga-

ons are required. ti
 
Th  theory of optical turbulence as out

radiophysics describing the wave pro
a which are used to verify this theory

rence systems, the experimental r
 as the 

ation in turbulent media. The experimental 
based on measurements in the atmosphe
easure atmospheric turbulence by adequa

ent eddies are very difficulth

GRADOV et al., 1985], [THIERMA
0] often show quite a good agreement between the experim
cal predictions or the data obtained 
lication of optical turbulence for refr
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5 Measuring systems 

5.1 Introduction 
In order to analyze the refraction influences using atmospheric turbulence, the experi-
ments presented in section 7 use the following types of measuring systems: 
 

 

• Imaging systems which determine 
the structure parameter Cn

2 and l0 
by means of image processing 
(section 6) and the model of opti-
cal turbulence as presented in sec-

gation through the turbulent me-
l of light propagation 

through turbulent medium used for the 

tion 4. 
 
Under turbulent conditions, the 
image sensors are applied to grab 
the image of a target such as a 
coded levelling staff. Due to the 
turbulence cells (eddies) along the 
propagation path, the light propa- Figure 5.1: Mode

dium is disturbed (Figure 5.1) 
since these eddies are character-
ized by a slightly varying refrac-
tive index.  

measurements of image sensors (receiver) 
and a coded staff (target). 

 
Hence, the recorded images such as the code pattern of a digital staff (cf. section 
5.5.2) are subject to intensity fluctuations and angle-of-arrival fluctuations. These 
fluctuations are evaluated in order to determine the structure parameter Cn

2 and l0 as 
discussed in section 4. 
 

• Reference systems providing data for a comparison of the results obtained by the 
image sensors. Hereby, two different reference systems are utilized: 
− A scintillometer which provides the structure parameter Cn

2 and l0. 
The measurement principle of the scintillometer is based on relative evaluations 
of the in

− A temp radient dT/dz. 
This temperature gradient can be compared with the gradient calculated using 

tensity statistics as presented in section 5.3.1. 
erature gradient measurement system determining the g

the atmospheric turbulence model (section 3.4) and the structure parameter Cn
2 

and l0. 
 
In the following sections, the measuring systems are explained in more detail. The ex-
planations concentrate on the imaging systems than on the others, since these imaging 
systems are applied for the first time in the field of refraction analysis. 
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5.2 Imaging systems 

5.2.1 CCD sensors 
Within this research work, charge-coupled devices (CCD) are used as image sensors. 
CCD sensors were first developed in the AT & Bell laboratories, New York in the 
1970s. They measure the light intensity by accumulating charges and transferring the 
charge to the gate of the sensor (bucket-principle). The concept of the CCD sensor is 
iven in [SEQUIN, TOMPSETT, 1975], [BOYLE, SMITH, 1980], [BEYNON, LAMB, 

me grabber. 
ereby, modern CCD chips (such as the chip of the line scan camera presented in sec-

oftware drivers control the data transfer of the digitized data which are stored on stor-
ge media for post-processing (see also secti or 

as presented in Figure 5  can s such as 
lock and reference voltage. 

g
1980]. The advantage of CCD sensors is the linear relationship between the strength of 
the incident radiation and the charge which is measured at the gate, e.g., [LENZ 1991]. 
Additionally, CCD sensors allow a high-frequency sampling of image data. 
 
The general procedure of the image acquisition is illustrated in Figure 5.2. The accumu-
lated charges of the CCD sensor are sampled and yield an analog signal. In order to 
avoid aliasing effects, this signal is filtered using lowpass filters which have been di-
rectly mounted on the CCD chip by the manufacturer. Then, the analog signal is con-
verted into digital gray values with 8-bit resolution (0...255) using a fra
H
tion 5.2.4) have a AD-converter which is also mounted on the chip and, therefore, the 
AD-conversion by an external frame grabber is not necessary. 
 
S
a on 5.6). The image acquisition of the sens

.2  be controlled by means of external signal pixel 
c
 

 

Figure 5.2: Image acquisition using CCD

 
n future, it is possible that

 

 CMOS (Complementary Metal-Oxide-Silicon) sensors will 
sors are based on photosensitive 
 result, the photocurrent is con-
facturing process of CMOS de-
s. Therefore, industrial oriented 
heaper than a classic system as 
eras have a signal-to-noise ratio 
meras. 

image sensors 

I
substitute CCD sensors in imaging systems. CMOS sen
diodes which are connected to resistors in series. As a
tinuously converted into an output voltage. The manu
vices is considerably simpler than that of CCD device
CMOS cameras, including an interface for PCs, are c
shown in Figure 5.2. But up to now, today’s CMOS cam
which is about 1 to 2 decades lower than that of CCD ca
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5.2.2 Criteria for the imaging systems 
The imaging system must be able to measure the angle-of-arrival fluctuations and the 
intensity fluctuations with an acceptable accuracy. As investigated in section 4.5.1, the 
required relative accuracy for the angle-of-arrival fluctuations should be at least 10 % 
nd the sensor should have a signal-to-noise ratio (SNR) of at the most 9 dB. Since the 

 accuracy of the 
age processing techniques (edge detection) into account. Practical investigations (sec-

tion 6.4.6) show that the accuracy of the edge detection σsingle using the Canny operator 
or least squares template matching is about 0.05 pixel. As investigated further in section 
6.4.6, the desired accuracy of the angle-of-arrival fluctuations can be achieved if the 
focal length f of the imaging system is at least about 300 mm, the aperture a is about 
65 mm and the size of the pixel element pe is about 10 µm.  
 
Basically, the accuracy of the angle-of-arrival fluctuations and of the intensity fluctua-
tions can be improved if the aperture is as small as possible and the focal length as large 
as possible. However, diffraction effects limit the resolution pres as follows: 
 
 

a
SNR of the applied CCD sensors is in the range from 46 dB to 75 dB (cf. SNR of video 
theodolite and line scan camera, see below), this criterion is unproblematic. 
 
However, the desired accuracy of the angle-of-arrival fluctuations is demanding, and, 
therefore, the following considerations are presented with regard to the accuracy of the 
angle-of-arrival fluctuations. In this regard, it is necessary to take the
im

a
fpres λ⋅= 22.1  (Size of the Airy disk,  Rayleigh criterion) (5.1)

 
Assuming a focal length f = 500 mm, a wavelength λ = 550 nm (visible light) and an 
aperture a = 65 mm, pres is 5 µm as follows from (5.1). In this case, pres < pe = 10 µm, 
thus, t  mm) 
seem to be reasona
 

he specifications (300 mm ≤ f ≤ 500 mm), pe ≈ 10 µm, and (34 mm ≤ a ≤ 65
ble.  

5.2.3 Video theodolite 
 
The video theodolite TM 3000V (Leica Ltd., Switzer-
land) displayed in Figure 5.3 is a motorized theodolite 

cluding a CCD camera. The following technical 

 

in
data are gathered from internal technical documents of 

 
into the optical ray as 

95 mm (cf. section 5.4.1). 

ite

Leica Ltd [LEICA, 1989]. 

The CCD camera is coupled 
shown in Figure 5.4: Behind the lenses (A), an optical 
coupler (B) turns the ray round to the CCD camera. 
Instead of the optical coupler, an ocular can also be 
mounted in order to aim the target by eye. The tele-
scope has panfocal properties, and the focus lens is 
driven by a servomotor. The aperture of the video 
heodolite is a = 52 mm. T and the focal length is f = Figure 5.3: Video theodolt

2
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The focal length f = 295 mm does not exactly fulfill the corresponding criterion f = 
300 mm as discussed in section 5.2.2 but th  deviation of 1.7 % is assumed to be ac-
ceptable. The aperture of the video theodolite is in the specified range (34 mm ≤ a ≤ 
65 mm), thus, this crite
 

e video theodolite has an internal reference frame which defines 

e

rion is met. 

Instead of a crosshair, th
the reference system for the two-dimensional image data. This reference frame is com-
bined with the optical coupler in such a way as to display the frame on the CCD camera. 
The CCD camera consists of a sensor array of 500 x 582 pixels (H x V) and its pixel 
size is 17 x 11 µm (H x V). The minimal required luminous intensity of the CCD cam-
era is 5 lux at F1.4. The signal-to-noise ratio is 46 dB [LEICA, 1989]. 
 

 

Figure 5.4: Video theodolite with integrated CCD sensor (500 x 582 pixel): 
(A): Internal reference frame, (B): Optical coupler,  

(C): Infrared emitting diode for target illumination (cf. section 5.5) 

 
The video output signal of the video theodolite is a standardized CCIR-PAL video sig-
nal, e.g., [CCIR, 1990]. The video signal is AD-converted by the frame grabber which 
grabs the image sequences with a frequency of 25 Hz. Since the video signal is stan-
dardized the output frequency cannot be altered. 
 

5.2.4 Line scan camera 

a) Instrumental setup 
The line scan camera (BASLER L120, manufactured by Basler Ltd., Highland, Illinois) 
includes a CCD line sensor with 1024 pixels (pixel size: 10 x 10 µm). The camera is 
mounted behind an objective (Nikkor 500 mm, Nikon) and both are fixed on an optical 
theodolite (Wild T2, Leica, Heerbrugg) as shown in Figure 5.5. The telescope of this 
theodolite is utilized to aim the target by eye. The following information is provided by 
the technical documentation of the Basler line scan camera L120 [BASLER, 1998]. 
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Figure 5.5: Mounting of line scan camera 

 
 

he camera displayed above is a digital line scan camera in the sense that the CCD chip 
(SNR = 75 dB) is directly combined with an A/D converter within the camera. This 

are digitized by the camera itself and not by an external 

he cross section in Figure 5.6 presents the Cassegrain type objective (1) which is con-

by a Nikon bayonet fixing (6). 

als which are needed for synchronization (EXSYNC, LVAL, PVAL, see below). The 

T

means the accumulated charges 
A/D converter as is the case when dealing with the video theodolite TM3000V. The line 
scan camera outputs the values of the digitized charges to the external circuitry via three 
connectors located at the back of the camera. 
 
T
nected with the theodolite by an adapter (3) and which has a focal length of f = 500 mm 
and a fixed aperture (a = 1/8 f = 63 mm). The field of view of the objective is 5°. The 
line scan camera (2) is mounted on the objective 
 
The sensor chip (7) is positioned according to the specifications of Nikon C mount, i.e., 
the backflange-to-CCD distance is 17.526 mm with an accuracy of 0.002 mm [NIKON, 
2000]. The positioning tolerance of the sensor chip in the horizontal and vertical direc-
tion is 0.3 mm and the rotational positioning tolerance is 0.3°.  
 
The connector of the female D-Sub HD 44 pin (4) interfaces the video data and the sig-
n
pin connector (5) of the male D-Sub 9 is a RS-232 interface which controls the settings 
of the line scan camera such as exposure time and clamping. 
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Figure 5.6: Cross section of objective and line scan sensor.  
The unit of the presented quantities is the millimeter 

 

b) Video data and control 
The analog digital converter (ADC) in the line scan camera converts the accumulated 
charges into video data. The digitized video data have a resolution of 8 bit and are, thus, 
transferred to the digital interface connector of the frame grabber (section 5.6) by 2 x 8 
separated wires
 

dditionally, the so-called LVAL and PVAL signals are generated to indicate a valid 
line (LVAL) and a valid pixel of data (PVAL). Both signals are used to synchronize the 

a into external circuitry.  

trolled by the synchronization signal EXSYNC (Figure 5.7) 
rovided by the external frame grabber. The line is read out and output with the rising 

rial interface RS-232 mentioned above. 
he exposure time of a line being read out is determined using the time between the 

rising edge and the following falling edge of the signal of the programmable counter. 
The exposure time may vary 2 pixel clocks due to the requirement that the external syn-

. 

A

digital video output dat
 
The PVAL signal of the Basler line scan camera L120 has a frequency of 20 MHz (pixel 
clock). In other words, this pixel clock implies that the charge transfer of a pixel takes 
about 0.05 µs. The pixel clock is displayed schematically at the top of Figure 5.7. The 
camera line scan rate is con
p
edge of EXSYNC.  
 
The exposure time is controlled by a programmable internal counter which is included 
in the CCD chip and can be addressed by the se
T
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chronization signal must be internally synchronized. The line read out starts about 
2.5 µs after the exposure time is finished. As shown in Figure 5.7, the exposure time 
which is chosen as 2900 µs cannot be enlarged arbitrarily since the time needed for line 
read out and the line scan rate (e.g., 333 Hz in Figure 5.7) limits the exposure time. 
 
Besides exposure time and line scan rate, the gain and the offset of the A/D-conversion 
can also be optimized. As presented in Figure 5.8 and Figure 5.9, the CCD sensor signal 
can be shaped to optimally match input voltage of the ADC range for a given applica-
tion. 
 

Figure 5.7: Signals and exposure control of line scan camera 

 
For most applications gain and offset settings are advantageous if black has a gray value 
of just above 0 and white a gray value of just below 255. Settings should usually not be 
0 and 255 to ensure optimal exposure conditions. 
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Figure 5.8: Gain Figure 5.9: Offset 

 

c) Optical filter 

es the 
isturbing frequencies and, at the same tim its the remaining radiation in a 

range where the CCD sensor is still responsive. 
 

The CCD sensor of the Basler line scan camera is sensitive for wavelengths in the range 
from 400 nm to 1100 nm. Plants (grass, leaves etc.) emit infrared radiation which fluc-
tuates and, therefore, can also deteriorate the measurement of the refraction-induced 
intensity fluctuations. Hereby, the reflectance spectra of grass is shown as thin line in 
Figure 5.10 [USGS, 1998]. 
 
For these reasons, an UV-IR-cut filter is mounted on the objective where the bold line 
n Figure 5.10 specifies the spectral transmission of this filter. The filter reduci

d e, transm
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Figure 5.10: Dimensioning of UV-IR-cut filter taking into account spectral responsivity  

of CCD sensor and reflectance spectrum of green grass 
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5.3 Reference measuring systems 

The displaced-beam scintillometer SLS 20 which is used in the scope of this research 
work can determine both structure parameter Cn

2 and l0 and was developed by THIER-
MANN [1992]. This system only needs one laser source and one receiver since the laser 
be l beam rays which have different polarization and are dis-
pl t a. 
 

5.3.1 Scintillometer 
A scintillometer determines the structure parameter of optical turbulence using a laser 
beam. Scintillometers have been developed based on different concepts and specifica-
tions. Depending on the concept which is applied, the scintillometer is able to determine 
both Cn

2 and l0 or Cn
2 only. More details are presented in [GRAY, WATERMAN, 

1970], [HILL, OCHS, 1978], [WANG et al., 1978], [AZOULAY et al., 1988] and 
[HILL et al., 1992].  
 

am is split into two paralle
aced by the amoun

Figure 5.11: Transmitter and receiver of a displaced-beam scintillometer 

hile the determination of the inner scale l0 according to the procedures of section 4.4.2 

2]: 

The two photodiodes of the receiver detect the incoming radiation of the laser beams 
and generate an analog signal which is transferred to an analog digital converter (ADC) 
board of a portable computer where the inner scale l0 and the structure constant of re-
fractive index Cn

2 are determined. 
 
W
assumes that the structure constant of refractive index Cn

2 is known, the displaced-beam 
scintillometer provides the inner scale directly. This determination makes use of the 
correlation of the displaced beams given by the logarithm of the amplitude of the re-
ceived radiation. In doing so, the correlation of the log-amplitude rχ is introduced as 
follows [THIERMANN, 199
 
 ( )Rdalf

Cov
r ,,,02 =

σ
=

χ

χ
χ  (5.2)

with ( ) drd

R ⎠⎝ 2
drr ⎟

⎞
⎜
⎛ κ

⎥
⎦

2
0 0

R
drJ

kR
rRraJkCov

R

n κ
⎟
⎠
⎞

⎜
⎝
⎛ κ

⋅
⎤

⎢
⎣

⎡ −κ
κκΦκπ= ∫ ∫

=

∞

=κ
χ

2
12

2
0

2 2
4

2
sin)()(4  (5.3)

 



Measuring systems 72 Section 5 

 ( ) drd
kR

rRrk
R

r
n κ⎥

⎦

⎤
⎢
⎣

⎡ −κ
κΦκπ=σ ∫ ∫

=

∞

=κ
χ 2

sin)(4
2

2

0 0

22  (5.4)

 J1 Bessel function of the first kind 

 
The correlation coefficient rχ applied in the displaced-beam scintillometer is independ-
nt of the structure constant Cn

2 because of the division in (5.2). Therefore, the correla-
tion coefficient r  only depends on the receiver separation a, the diameter d of the detec-

ities a and d, on the inner scale and the propa-
ation path length which is assumed to be known. Thus, the comparison of the two 

e
χ

tor, and, besides these instrumental quant
g
measured scintillation statistics Covχ and σχ enables the direct determination of the in-
ner scale since the correlation allows a non-ambiguous relation to the inner scale. 
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Figure 5.12: Correlation and inner scale (for a = d = 3 mm, R = 75 m) 

The graph of Figure 5.12 is generated by means of (5.2) and shows that l0 can be de-
rived from the correlation oefficient rχ.  
 

ture constant Cn
2 uses the following equation derived from 

esides Cn
2, all quantities of (5.5) are measured or known, i.e., (5.5) can be solved for 

Cn
2. The commercially available scintillometer SLS 20 uses a wavelength of 670 nm 

and operates over a distance of 50 to 200 m. The measuring range for Cn
2 is from 3⋅10-16 

to 3⋅10-12 m-2/3 and the range for the inner scale l0 is from 2 to 15 mm [THIERMANN, 
1997]. The accuracy of the structure parameter Cn

2 and l0 determined using the scintil-
lometer SLS 20 is not specified by the manufacturer. Investigations of the accuracy and 
the capabilities of the scintillometer SLS 20 are presented in [DEUSSEN, 2000] and 
[SCHWIZER, STÄHLI, 1998]. Hereby, the relative accuracy seems to be about 5 % to 
10 % under the assumption that the sensor and the detector are aligned exactly. There-
fore, at the beginning of the measurements, the alignment must be checked each time by 
means of a special calibration procedure as documented in [THIERMANN, 1997].  
 

The determination the struc
(5.3): 
 
 ( )0

6/116/722 124.0 lfRkCn Φχ =σ  (5.5)

where fΦ  Decay of Hill spectrum, cf. (4.16) 
 
B
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5.3.2 Temperature gradient measuring system 
The determination of the temperature gradient using scintillometers is based on the hy-
pothesis of the Monin-Obukhov similarity (section 3.3) whereas temperature gradient 
measuring systems including several high-precision temperature sensors allow the direct 
measurement of temperature gradients if the distance between the temperature sensors is 
nown. Thus, they can be used as a reference system in comparison with the results 

obtained by means of turbulence models.  
 

k

 

(1) PT1000 temperature sensor 
(2) Radiation shield 
(3) Ventilation tube 
(4) Ventilation motor 

(5) Guy wire 
(6) Cable for DC transfer 
(7) Interface 

Figure 5.13: Mast with temperature measuring system 

The temperature gradient measuring system presented in the following consists of resis-
tive sensors (Pt1000), radiation protection, ventilation, interface, and data acquisition 
unit. The sensors can be configured according to the requirements of the application. In 
order to measure vertical temperature gradients, four temperature sensors are mounted 
on a mast as illustrated in Figure 5.13. Assuming a non-linear temperature gradient pro-
file as modelled in (2.31), the distances between the sensors allow a good approxima-
tion of the profile since the curvature of the profile (2.31) decreases with increasing 
height. 
 
The resistance of PT1000 temperature sensor (1) depends linearly on the temperature 
where the nominal resistance at T = 0° is 1000 Ω. The interface (7) supplies the sensors 
with constant current (DC) so that, according to the Ohm's law, the voltage drop is a 
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measure for the resistance of the temperature sensor and, thus, a measure for the tem-
perature.  
 
The output voltages of each sensor are amplified using the amplifier of the interface. In 
order to measure temperature fields as a function of time, the amplified signals are si-
multaneously fed into the ADC board of a portable computer. The ADC board digitizes 
the analog input signals and subsequent program procedures correct the raw data using 
constants of the calibration. 
 
The accuracy of the temperature measuring sensor can be undermined by various inter-
fering influences, e.g., heating by sun radiation. Thus, the sensors are positioned within 
the housing of the radiation shield (2) protecting the sensors from sun. Each sensor is 
equipped with a ventilation tube (3) supplying the sensors with the air of the environ-
ment in order to grant representative results. The ventilation motor (4) is opposite of the 
temperature sensor to avoid troublesome influences. 
 
As only tem en-
sors d ture 
normal. Howev

atic chamber where the 
ensors are put together at the same position and, therefore, should yield the same re-
ults. The accuracy of the system can be improved, if it is also calibrated in the same 

way at the beginning of the experiments for about 40 min [HENNES et al., 1999].
eral calibrations reveal that the relative accuracy (standard deviation) of the described 

 t al., 1999]. 
 

s realized by a refer-
nce standard. Dealing with image sensors, geometrical calibration and radiometric 
alibration are applied. The geom  the inner orientation 

of the camera or video theodolite oint within the focal 
plane and the focal length. The radiometric calibration considers the irregularities of the 
grabbed pixel intensity which is influenced by the transfer function of each pixel of the 

r (
 

 sections 5.4.1 and 5.4.2, the geometrical calibration is investigated. Basically, the 

nce the geometrical measurands required for refraction detection are standard devia-

r the conversion from 

perature differences among the sensors are of interest, the temperature s
o not need to be calibrated absolutely in relation to the international tempera

er, the sensors must be accurate relative to each other. In order to deter-
mine the offset between the sensors, they are calibrated in a clim
s
s  

 Sev-

system is about 0.02 K [HENNES e

 

5.4 Calibration of image sensors 
 
The calibration discussed in the following establishes the relationship between values 
grabbed by means of image systems and the corresponding value
e
c etrical calibration seeks to define

, i.e., the position of the center p

senso section 5.4.3).  

In
procedure can be compared with the camera constant calibration used in applications of 
photogrammetry.  
 

iS
tions, the position of the center point does not have to be calibrated. Therefore, the cali-
bration only seeks to confirm the focal length f which is used fo

e measured pixel values to the angle-of-arrival. th
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5.4.1 Video theodolite 
In order to calibrate the video theodolite in the calibration laboratory, the instrument 
aims at a target positioned in a distance R. In Figure 5.14, the field of view is plotted by 
continuous lines and the line of vision by dashed line. During the calibration, the line of 
vision is rotated slightly in vertical direction at each step (about 10 mgon). Hereby, the 
vertical angle ∆β denotes the angular deviation between the actual line of vision and the 
line of vision of the sensor at the beginning of the calibration.  
 

 

Figure 5.14: Calibration setup of video theodolite 

Because of the absence of daylight in the c ration laboratory, the target consists of 
three light-emitting dio ns in the images 
grabbed by the vi tterns (no 7 – 9) 

alib
des (LED). The LED are mapped as patter

deo theodolite (Figure 5.15). The position of the pa
relative to the reference frame (no 1 – 4) can be measured using least squares template 
matching (section 6.4.4).  
 

 

Figure 5.15: V
The vertices of the r

 

ideo image of three LED (no 7 – 9).  
eference frame are denoted by no 1 – 4 

As mentioned above, the position of the g 
the calibration. Since the position of the LED pattern on t pends on the posi-

on of the telescope the vertical angle ∆β can be measured and correlated to the vertical 
displacement ∆y of the pattern in the grabbed image.  

telescope is moved in vertical direction durin
he image de

ti
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The correlation for the distance R = 49.4 m is shown in Figure 5.16. The range of ∆β is 
relatively small since the field of view of the theodolite is only about 100 mgon.  
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Figure 5.16: Relative displacement of vertical angle and position of pattern  

(average of the three diodes). Slope a1 = 2.37 mgon/pixel 

In general, the lens equation models the focal length as follows: 
 
 

Rbf
111

+=  (5.6)

with R Object distance 
b Image distance 

 
Since the calibration described above uses an object distance R = 49.4 m, the focal 
length can be approximated by the image distance b. Theoretically, this approximation 
is only valid for R = ∞ but the relative error is only 0.6% if R is not smaller than 49.4 m. 
Using linear regression, the slope a1 of the curve in Figure 5.16 can be determined and 
inserted into the following equation to calculate the focal length f: 
 
 

⎟
⎠

⎜
⎝ 2000001

⎞⎛ π
⋅

=≈
tan a

pbf e  [m] (5.7)

 of the focal length 

with a1 Slope (from linear regression) [mgon/pixel] 
pe Vertical size of pixel elements [m/pixel] 

 
Based on the data obtained by the calibration of the video theodolite (cf. Figure 5.16) 
and using (5.7), the focal length f amounts to 0.295 m (with a1 = 2.37 mgon/pixel and 
pe = 11 µm/pixel). This result is assumed to be valid for R > 49.4 m.  
 
Since the video theodolite has a panfocal telescope, the determination
is demanding for shorter distances, [BRANDSTAETTER, 1989]. 
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5.4.2 Line scan camera 
Basically, the line scan camera is calibrated in the same manner as the video theodolite 
and seeks to confirm the focal length with regard to the conversion from pixel to angle. 

 contrast to the video theodolite, the objective is mounted eccentrically to the tele-
∆β is related to the telescope of the 

 the optical axis of the line scan camera and can be directly used for 
uence of the eccentricity can be neglected. 

In
scope of the theodolite. However, the vertical angle 
theodolite and to
calibration if the infl
 
This eccentricity denoted by ec in Figure 5.17 causes a vertical deviation ∆z which is 
approximately given by: 
 
 ( )β∆=∆ 2sin

2
1

cez  (5.8)

with ec  Eccentricity: ec = 110 mm (Figure 5.5) 
 
Assuming a distance R = 50 m and ∆β = 1 gon, from (5.8) follows ∆z = 0.014 mm and 
the error of ∆β = 0.017 mgon, thus, the influence of the eccentricity can be neglected for 
distances R > 50 m. 
 

 

Figure 5.17: Calibration setup of line scan camera 

As in the case of the video theodolite, the same light- perate as 
targets in th the sensor line only, 
readouts of each lin er into an image (see also section 5.6). In other 

ords, images grabbed by line scan sensor map the LED (no 7 – 9) as stripes (Figure 

emitting diodes (LED) o
permanently grabs one e calibration laboratory. Since 

e are put togeth
w
5.18). In that image, the n1-axis denotes the index of the pixel of the line scan camera 
and the n2-axis of the image stands for the time, i.e., n2 is the index number of the line 
readout of the line scan sensor. 
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The positions of the pattern in 
Figure 5.18 are measured using 
the Canny operator as an appro-
priated edge detection method 
(section 6.4.5). 
 
In order to calibrate the system, 
the telescope is moved in verti-
cal direction in regular steps 
and the change of the vertical 
angle ∆β is measured using the 
vertical circle of the WILD T2 
theodolite.  

Figure 5.18: Line scan image of three LED  
(no 7 – 9) 

 
Since the n1-coordinate of the LED stripes in the image depends on the position of the 

lescope, it is a function the change of the vertical angle ∆β. The correlation for the 
distance R = 50 m is again shown in Figure 5.19. The range of ∆β is considerably larger 
than in the calibration of the video-theodolite since the field of view of the line scan 
camera is about 5°.  
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Figure 5.19: Relative displacement of vertical angle and position of pattern  

(average of the three diodes) 

Using linear regression, the slope a1 can be determined and yields a1 =1.27 mgon/pixel. 
From (5.7) follows the focal length f = 0.500 m. This value confirms the specifications 
as given by the manufacturer.  

.3 Radiometric calibration 
iometric calibration can be essential if the output of the pixel array of the CCD sen-

5.4
Rad

n
sam
Neo

sor which is irradiated uniformly has irregularities in the intensity. If the sensor is illu-
mi ated uniformly by diffuse illumination, the gray values of each pixel should be 

e. In the calibration laboratory, the illumination is generated using a high-frequency 
n lamp and a diffuser which is mounted in front of the aperture of the unit under 
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test
sen

. The investigations show that this assumption holds when dealing with the line scan 
sor but it fails when using the video theodolite (Figure 5.20). 
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Figure 5.20: Radiometric defects in the output of the video theodolite 

Figure 5.20 reveals that radiometric defects of the CCD sensor occur in selected ranges 
of the video theodolite. These defects are visualized as deviations from a line of con-
stant gray value if the sensor is illuminated uniformly.  
 
Principally, there are two trade-offs to compensate these radiometric defects. As a first 

he second option is the application of image processing techniques which are not sen-
sitive to the radiometric effects. Least squares template matching as presented in section 
6.4.4 is suitable for this purpose since this
eren . In 

.5 Target 

5.5.1 Reflectors 
The target image should provide information which is subject to refraction influences 
arising along the light path between the target and the imaging sensor. With a suitable 
target structure, the intensity and the position of the elements of the target can be meas-
ured as time series from which the intensity fluctuations and angle-of-arrival fluctua-
tions are derived by means of image processing (section 6). Optimal target structures 
should have enough detail (circles, bars et processing algorithms 
work the more precisely th  image. 

option, the deviations can be determined in the calibration laboratory using a differing 
strength of illumination (dark, bright). Based on the measured deviations, a correction 
function can be fitted which is applied to each pixel [MAAS, 1993].  
 
T

 technique uses the difference between a ref-
ce template and a corresponding image patch containing actual edge segments

doing so, the differences are free from radiometric defects and the application of radio-
metric correction functions is not required any more. 
 

5

c.) since the image 
e more information content is in the

 
Since refraction detection should be integrated into geodetic instruments, the selection 
of an appropriated target is mainly focused on targets used in geodetic applications at 
present or targets which can be adapted easily. In doing so, the first investigations con-
centrate on reflectors which are applied in electronic distance measurement (EDM). In 
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order to provide 3D positioning, not only distance information is needed but also infor-
mation about the vertical angle and the direction is required.  
 
To obtain the vertical angle and the direction, tracking tacheometers (e.g., Leica TCA 
2003) and video theodolites utilize the position of the image of a reflector on the inter-
nal CCD array sensor as presented, e.g., in [BAYER, 1992], [INGENSAND, 
BÖCKEM, 1997], or [FAVRE, HENNES, 2000]. Typical examples for this type of tar-
gets are 360° prism or retroreflecting prisms (Figure 5.21). 
 

  

Figure 5.21: Leica GPR1  
retroreflecting prism 

Figure 5.22: Image of  
retroreflecting prism  

 
Figure 5.22 shows the image of a retroreflecting prism positioned in the calibration 
laboratory at a distance of 46 m and grabbed using a video theodolite. Hereby, a 
(GaAl)As infrared emitting diode (λ = 850 nm, forward current: 100 mA) which is built 
into the video theodolite illuminates the reflector [WILD LEITZ, 1988] (The position of 
the diode is presented in Figure 5.4).  
 
The retroreflecting prism 
used as target for refractio

of Figure 5.21 

sheet is mounted in front of the 

n detection is 
not advantageous since the structure is 
poor and the patterns are too large, espe-
cially for short distances.  
 
A first attempt at creating a target image 
showing more details led to a modified 
reflector as shown in Figure 5.23. In 
doing so, a semi-circular perforated 
metal 
reflector. The holes are countersunk us-
ing a regular grid (mesh size: 5 mm).  Figure 5.23: Modified reflector 

 
If the video theodolite illuminates the modified reflector according to the mentioned 
onfiguration, it grabs a symmetrical image as shown in Figure 5.24. The symmetry is a 

consequence of the structure of retroreflecting prisms [MAURER, 1982]. Due to the 
modification, the structure of the image is more detailed. 
 

c
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Figure 5.24: Image of the modified re-
flector acquired using a video theodolite

(Distance: 46 m) 

Figure 5.25: Sub-region of the grabbed 
image of the modified reflector 

 
The cropped image region (Figure 5.25) reveals that the patches of the image have dif-
ferent shapes and intensities. For good localization, the image processing algorithms 
should utilize only the high-contrast patches in the center of the image. 
 

g
adv
of t

5.5
Coded levelling staffs allow an autom

 of the levelling staff should yield a unique 
image on the line scan sensor for each combination of distance and height reading. For 
the evaluation of an appropriated code with respect to the field experiments (section 7) 

Basically, the modified reflector is suitable for image processing techniques, but practi-
cal investigations reveal several difficulties: 
• The image of the target is a function of the distance between the target and the sen-

sor. If the target is far away from the sensor, the patches of neighboring holes 
merge, and a loss of information arises since the number of visible elements de-
creases. 

• Thus, several types of metal sheet defined by various mesh sizes are required where 
the mesh size and the size of the holes must be adapted for the different distance 
ranges and for the properties of the geodetic instruments (optics, pixel size). De-
pending on the distance and the mentioned instrumental properties, it can be neces-
sary to use a composed target consisting of several combined reflectors. 

 Since the patches have circular shapes they are not appropriated for geodetic appli-•
cations using line scan sensors such as digital levelling because the vertical signal 
information is highly influenced by the sector of the target which is grabbed by the 
line scan sensor. 

In respect of applications in digital levelling, a one dimensional target (e.g., coded level-
lin  staff) is preferred to the modified reflector. A coded levelling staff is especially 

antageous since the structure of the code pattern is defined more precisely than that 
he modified reflector. 

 

.2 Coded levelling staffs 
atic horizontal height reading of the staff using 

digital levels. For patent reasons different codes are applied in the digital levels which 
are commercially available. As the image of the codes varies not only in height but also 
in distance between level and staff, the code

 



Measuring systems 82 Section 5 

the tal level Leica NA3003 is compared with the code of 
the digital level Zeiss DiNi 10 in the following.  
 
On
5.2
28
the
 

 pseudo-random code of the digi

e digit of the Leica code element has a length of 2.025 mm. As illustrated in Figure 
6, the width of the code bars varies in the range between 2.025 mm (1 digit) and 
.35 mm (14 digits). For determination of height and scale, the digital level correlates 
 image of the CCD array with the internal reference code [INGENSAND, 1990b]. 

0 0.5 m
 

Figure 5.26: Section of pseudo-stochastic code (used in digital levels of Leica) 

Th
of 
co
co IST et al. 1995]. 
 

e Zeiss code has elements of 20 mm length. In contrast to the Leica code, the spacing 
the Zeiss code is usually 10 mm or 20 mm and, therefore, more regular than the Leica 
de as shown in Figure 5.27. For height determination, 15 dark-light edges of the Zeiss 
de are normally measured by means of edge detection [FE

0 0.5 m
 

Figure 5.27: Section of Zeiss code 

Depending on the code, the corresponding spatial spectrum of the code can vary consid-
erably. In order to illustrate these relations, the Leica code and Zeiss code are sampled 
(sampling rate fs = 16 mm-1) and analyzed using the algorithms of spectral density esti-
mation as discussed in section 6.2. The spectrum of the Leica code reveals local maxi-
mums spaced at intervals of about 0.48 mm-1 whereas the spectrum of the Zeiss code 
decreases monotonously as shown in Figure 5.28. The spatial frequency depends on the 
distance and the focal length f. For example, assuming a distance of more than 30 m and 
f = 240 mm, neighboring code elements of the Leica code coincide and yield an other 
code and an other spatial spectrum, respectively. This means that the analysis of the 
spatial spectrum for the purp ipally possible but the 
me
me
tia
 

ose of refraction detection is princ
ntioned distance sensitivity is a drawback. Thus, only the time-dependent displace-
nt of code patterns is investigated in the scope of this research work but not the spa-
l spectrum. 
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Figure 5.28: Spatial spectrum of Leica and Zeiss code 

a-
n 
y 

ly 
 of image processing 

i-

l0 
urther investigated. As mentioned above, it is difficult to compare the spectra 

showed in Figure 5.28 with the spatial spectra of the same codes grabbed by imaging 
sensors in field experiments. The reason for the limited spectral analysis is the low spa-
tial sampling rate in field experiments: Assuming a focal length f = 500 mm, a pixel size 
pe = 10 µm, and a distance R = 63 m, the sampling rate is only fs = 0.8 mm-1. This 
means the spectrum can only be measured up to the Nyquist frequency of 0.4 mm-1 and, 
thu ums of 
the Leica code (cf. Figure 5.28) cannot be localized.  

ulsar) which is 
schematically described in Figure 5.29 and transfers the data to the peripheral compo-

l-
s 
it 
e 
o 

ubsequent image processing units operate with 8-bit 
data. 

2 
g 

rate of digital data is 30 MHz. This is high enough since the line scan camera is clocked 
with 20 MHz only (section 5.4.2).  

For the purpose of refraction detection, the determination of angle-of-arrival fluctu
tions does not require a very special code. The only requirement is that the code patter
provides enough image structures and a good contrast which can be detected reliably b
image sensors over a distance up to 100 m. Therefore, a target consisting of strong
varying code bars seems promising because it allows the testing
techniques using image patterns of strongly differing sizes. For this reason, the exper
ments presented in section 7 use staffs coded by the Leica code. 
 
The influence of the code on the determination of the structure parameter Cn

2 and 
should be f

s, special characteristics of the spectrum of the code such as the local maxim

5.6 Data recording 
The image data of the sensors are grabbed by a frame grabber (Matrox P

nent interconnect (PCI) bus of a portable computer. This frame grabber provides rea
time CCIR or non-standard acquisition capabilities. The ADC of the board digitize
analog video input such as signals from the video theodolite with a resolution of 10 b
(at up to 30 MHz) or 8 bit (at up to 45 MHz). The programmable input lookup tabl
(LUT) can transform data greater than 8 bits per pixel to 8 bits per pixel for transfer t
the video-to-PCI bridge since the s

 
Using an additional digital interface board, the frame grabber can also acquire RS-42
digital data such as provided by the Basler line scan camera. The maximum samplin
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Figure 5.29: Block diagram of Matrox pulsar frame grabber 

The PCI specification allows several PCI buses to run parallel within one computer, 
e.g., [SCHNURER, 1993]. Therefore a secondary 32-bit PCI bus can be used which 
connects the grab secti ge data directly 
to 
oth
bri
ter
va
synchronization events (field-start). The PCI-to-PCI bridge sends the grabbed 8-bit im-
ag
na
 
Th
ab
ap
• 

 the columns of the image 
ontain
ence,

• D ima
o in separated im le, if the video theodol

25 on during one s are generated automa

The image data files are now ready for post-processing using the image processing algo-
rithms as i odu

on with the display section which outputs the ima
the monitor. In doing so, the secondary PCI bus frees the host processor to perform 
er tasks. The introduction of a secondary bus requires a video-to-PCI bridge. This 
dge acts as a router which sends data to the host memory, or to the frame buffers (ex-
nal monitor) via the secondary PCI bus. The video-to-PCI bridge can also generate 
rious interrupts towards the host processor such as grab events (grab-end) or video 

e data to the host PCI bus. Hereby, the size of the image is limited because the inter-
l memory of the frame grabber has 3 MB only. 

en, the image acquisition software stores the image data on the hard disc of the port-
le computer. Depending on the image data, the following two storage formats are 
plied: 

1D image data (line scan sensor): All line readouts are composed to a single image 
where the rows of the image enclose the line readouts and
c  the intensity value of each pixel of the line scan sensor (cf. section 6.2.1

v ral line r ad uts re stored in one image file only. 
). 

H  se e  e o a
e data (video theodolite): The 2D images which are grabbed from the vide2 g o 

theod
(f

lite are stored age files. For examp
 Hz) is in acti second, 25 image file

ite 
ti-s = 

cally on the hard disc. 

ntr ced in section 6.  
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6 Image processing 

6.1 Introduction 
Within the last years, image processing techniques have been introduced which allows 
the analysis of optical turbulence in geodetic applications, e.g., [DEUSSEN, WITTE, 
997], [HENNES, FLACH, 1998], [CASOTT, 1999]. These publications deal with the 
erivation of appropriated param ters from image data to determine the turbulenc

rameters (l0, Cn
2) which have been discussed in section 3 and 4.  

 range of 
w signal-to-noise ratio [KROSCHEL, 1996]. The Wiener filter provides also filtered 

e 6.1. At the first step of Figure 6.1, 
e spectral analysis gives information about the frequency decomposition of the signal 

n 6.2. 

1
d e e pa-

 
In the following section, a new approach is made by the introduction of the Wiener filter 
which aims to estimate appropriate parameters for the determination of intensity fluc-
tuations and, thus, of the inner scale l0 (cf. section 4.4.2). The (adaptive) Wiener filter 
was chosen since it is superior to conventional lowpass filters, especially in the
lo
image data which can be used to estimate angle-of-arrival fluctuations by means of edge 
detection.  
 
A brief overview of the approach is given in Figur
th
and indicates how the spectrum of the image data can be parameterized. The estimation 
of the power spectral density is described in sectio
 

Spectral analysis

Filter methods 
(Wiener filter)

Cn
2 l

Edge
detection

Filtered
image

Intensity
fluctuation

Angle-of-arrival
fluctuation

0and
Determination of

cf. Section 4

Raw
image data

 

Figure 6.1: Structure of section 6 

If a model for the spectrum is available, the Wiener filter can estimate the paramete
the model of the spectrum and, thus, determine the intensity fluctuation of the incoming 

eside so to provide  
itable paramete an be obtained 

rs of 

waves. 
 
B
su

the parameter for intensity fluctuation, image processing has al
r for the angle-of-arrival fluctuation. This parameter c

 a

 



Image processing 86 Section 6 

by the standard deviation σX
2 of temporal displacement of edges whereby σX

2 is applied 
 (4.30) and (4.31). For the determination of σX

2, the choice of an appropriate 
 (edge operator) which provides the angle-of-arrival fluctuations is 

rucial since random noise caused also by optical turbulence diminishes the quality of 

parison of image processing algorithms shows that the least 
uares template matching and the Canny operator in combination with the adaptive 

.2.1 Introduction 
e frequency decomposition 

 the scope of image processing using line scan sensors, the n1-axis of the analyzed 
image stands for the pixels of the line scan sensor and the n2-axis of the image stands 
for the time and determines the index number of the line readout of the line scan sensor 
(Figure 6.2). 
  

to edge 
detection algorithm
c
image data. The investigated edge operators are described in section 6.4.2 where also an 
overview of actual methods is given (Figure 6.15). The evaluation and comparison of 
edge operators presented in section 6.4.2d) use image data which were obtained by field 
experiments. The com
sq
Wiener filter are suited to analyze image data in consideration of turbulence effects. 
However, for this purpose, these techniques must be adapted as shown in sections 6.4.4, 
and 6.4.5 to provide good results. 
 

6.2 Spectral analysis 

6
Spectral analysis discussed in this section tries to describe th
of an image signal f (n , n ) grabbed by imaging systems. T1 2 he frequency decomposition 
provides a spectral model the parameters of which are determined by means of appro-
priate filtering methods such as the Wiener filter (cf. section 6.3.3).  
 
In

 

 

Figure 6.2: Example of two-dimensional signal grabbed by line scan sensor 

 
However, spectral analysis can also be applied to series of current two-dimensional im-
ages as grabbed, e.g., using a video theodolite. In this case, a third index n3 is necessary 

 indicate the time, but the further explanations are correspondingly valid.  to
 



Section 6 87 Image processing 

In the following approach, only time series are evaluated to determinate intensity fluc-
tuations. In other words, the spectrum which is relevant for the determination of the 
inner scale is assumed to depend on the temporal frequency corresponding to n2 or n3, 

spectively. This assumption holds if the spatial spectrum of turbulence described by 
the distribution of eddies is equivalent to the temporal spectrum (cf. Taylor's frozen 
turbulence hypothesis, 
 

he spectral analysis includes the estimation of the power spectral density. Hereby, the 

llowing sections in 
rder to obtain unbiased results. 

6.2.2 Stochastic model for the image signal 
orrect interpretation of a spectral analysis requires to know all assumptions which 
plicitly included in the analysis. These assumptions are composed briefly

llowing.

he fi m n be described by means of time series 
onsis  pi ng the acquisition time, whereby these time 
ries mode features of a stochastic process in 

enera epi re 6.3. 

re

section 3.2.1). 

T
quality of the spectral analysis depends on capability characteristics of the estimator 
function which is applied to the power spectrum. Therefore, the crucial points of the 
estimation of power spectral density have to be observed in the fo
o
 

The c
are im  in the 
fo
 

 

T rst assu ption is that the image signal ca
c ting of xel intensities recorded duri
se are lled as a stochastic process. The basic  
g l are d cted schematically in Figu
 

 

Figure 6.3: Stochastic process: General scheme  

cordance with the probability density functions at each 
me t.  

 
Figure 6.3 shows how the property density function can depend on time. This is the 
case, for instance, when the image sensor is settling (e.g. after the sensor is turned on). 
 
After the settling time (see below) has passed, a second assumption states that average 
mF and autocorrelation function RF (tk) of the stochastic process are time-independent 
during the observation time. Hereby, the quantities mF and RF (tk) are defined as pre-
sented, e.g., in [OPPENHEIM, SCHAFER, 1992]: 

A stochastic process is a set of random variables described by their probability density 
function which implies that a measured time series is a realization of a stochastic proc-
ess. Thus, the first realization of the stochastic process may generate another time series 
han the second realization in act

ti
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 mF  = E [f (t)]  (6.1) 
 RF (tk) = E [f (t) ⋅ f (t + tk)]  (6.2) 
   
with t = n2/fs for line scan images (6.3) 
 t = n3/fs for 2D images (6.4) 
 tk Lag  
 fs Sampling frequency  [Hz]  
 E[⋅] Expected value  
 
Referring to Figure 6.3, the second assumption is fulfilled for all t ∈ [t2 ...tn] where mF 
and RF (tk) are the time-independent. Stochastic processes where the second assumption 
is fulfilled are called wide-sense stationary, e.g., [KROSCHEL, 1996]. For wide-sense 
stationary processes, the power spectral density is related to the autocorrelation function 
by
 

(6.5) 

 these two assumptions hold the power spectral density as defined in (6.5) is appropri-
timated as described in section 6.2.3. Re-

ifficult to provide a stringent proof that the 

stochastic process seems at least plausible for a 
easuring time of the imaging sensors (< 1 min).  

ectral analysis of a discrete line scan image signal f (n1, n2) is in-
estigated which is a realization of a stochastic process F (cf. section 6.2.2) and should 

be analyzed by its power spectral density SF.  
 
As mentioned above, the temporal frequencies (ω2 = 2π/n2) are of interest only, i.e., the 
spectral estimation refers to a signal f (n2) for the pixel at the position n1. In general, the 
estimation of power spectra is demanding because no estimator function exists that is 
both consistent and unbiased at the same time, e.g., [KOCH, SCHMIDT, 1994]. In the 
following, the Welch method, which solves or at least reduces this difficult will be pre-
sented. 

 the Wiener-Khinchine relation given by: 

 
kti

k
k

FF tRS ω−
∞

∞−

⋅=ω ∑ e)()(  

 
If
ate to analyze the image signals and can be es
ferring to a real imaging system, it is quite d
assumption of the mentioned weak-stationary stochastic process really holds.  
 
In the calibration laboratory, practical investigations of the imaging systems presented 
in section 5 show that settling time of the systems is at the most 10 to 20 seconds and, 
after the settling time, a weak-stationary 
m
 
Further investigations about the settling time of CCD cameras are given, e.g., in [CA-
SOTT, PRENTING, 1999] and [GÜLCH, 1984]. 
 
 

6.2.3 Estimation of power spectral density 
In this section, the sp
v
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a) Discrete Fourier transform 
The traditiona s the discrete 

m (DFT) as described in (6.6), e.g., [PRATT, 1991]: 
l estimator function for the power spectral density SF use

Fourier transfor
 
 { }

2

2
2

2

)(DFT
)(ˆ nf

SF =ω  (6.6) 
N

ith 
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2
2
n
π

=ω  w (6.7) 

 N2 Number of sampling points of the discrete signal f (n2)  
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2
ral density which becomes more and more 

 of samples, as it could be expected from a good estimation method. 
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The hat ^ in (6.6) denotes an estimated quantity. In equation (6.8), the discrete Fourier 
transform computes the one-dimensional Fourier transform of the column n1 of image 
signal f (n1,n2). The result of the estimation of power spectral density obtained by (6.6) 
is called periodogram. 
 
Unfortunately, the estimation using the periodogram using (6.6) can fail because it is 
not a consistent estimator function. This means an increasing number N  of sampling 
points leads to an estimation of power spect
rough and inconsistent. Moreover, the spectrum has inconvenient side-lobs and the 
standard deviation of the periodogram increases in proportion to the amount of the spec-
trum. Thus, the standard deviation of the periodogram does not decrease with increasing 
number
 

b) Improved estimation for power spectral density 
To decrease the standard deviation of the estimation method discussed above, WELCH 
[1967] suggested to average several periodograms. This method is illustrated schemati-
cally in Figure 6.4. 
 

 
 
 
 

Figure 6.4: Welch method for estimation of power spectral density 

 
When forming subsections, the signal f  must be split into sub-signals or sections f
which the corresponding periodogram is estimated with. Due o FFT algorith
length of the input sequence fr must be a power of two. 

In the n ste eans the original signal values are 
not used directly. Instead the signal values are weighted with a windowing function. In 

r  
m, the t
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the scope of this research work, the Hanning window is used as windowing function 
igure 6.5) and which is defined by, e.g., [LIM, 1990]: (F
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veral advantages: The sides of the sub-
gnals r  have less we r of the signal and, additionally, the Hanning 

(6

 
The choice of the Hanning window offers se

f ight than the centesi
window can be computed fast and provides a smooth graph such as shown in Figure 6.5. 
This windowing technique avoids troublesome influences of the discrete Fourier trans-
form such as side-lobs and, therefore, produces more reliable results. 
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Figure 6.5: Hanning window with N2 = 8 

 
After the application of the Hanning window the periodogram is estimated from each 
windowed subsection whereby the estimated power spectral density is the average over 
all Fourier transformed windowed signal sections [WELCH, 1967]: 
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he 2 e of the windowing function into account. 

 order ections fr from a given signal f, the sections fr can over-
p the adjoining section. A signal section is allowed to overlap an adjacent section up 
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 w(n ) Windowing function, cf. (6.9)  2  
 fr(n2) Signal section (sub-signal)  

KS Number of windowed signal sections  
 N2/fs Total measurement time  
 

 factor ||w(n )||T 2 in (6.10) takes the choic
As a consequence of the averaging process in (6.10), the more sections are available for 
averaging, the lower the variance of the estimated power spectral density is, therefore, 
this method (which is length of section dependent) is consistent, e.g., [OPPENHEIM, 

CHAFER, 1992].  S
 
In
la

 to obtain more signal s
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to 50% overlap [WELCH, 1967]. To illustrate this technique, Figure 6.6 shows a dis-
crete signal of 1024 values length, where the input for the calculation of the seven pe-
riodograms consists of seven overlapped signal sections.  
 
With use of the Welch estimation method as discussed above, the power spectral d
for the time series of the intensity of a single pixel can be estimated by (6.10). Thus, the 

r spe tra image processing 
ethods such as Wiener filter.  

ensity 

powe c l density is available as an input variable for further 
m
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Figure 6.6: Example for the division of a discrete signal (N=1024 sampling points)  

into 7 signal sections (gray)

let transformation 
he question remains whether there are image processing methods which simultane-

ously perform the spectral analysis to calculate the variance σV
2 on the one hand and, on 

the other hand, locates the edges in the image to determine directly the structure con-
stant Cn

2. The wavelet transformation presented in this outlook is such a method which 
theoret ls these requirements. 
 
Wavelet analysis is an advancement of the spectral analysis: It uses a windowing tech-
nique with variable-sized regions. Wavelet analysis allows the use of long-time intervals 
where precise low frequency information is needed, and shorter regions where high fre-
quency information is required, e.g., [CHUI, 1992]. 
 
A wavelet used in the wavelet transform is a waveform function Ψ of effectively limited 
duration which has an average value of zero. An example of the wavelet function is pre-
sented in Figure 6.7. 
 

 which are used for the averaged periodogram 

 
 
 
 

6.2.4 Outlook: Wave
T

ically fulfil
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Figure 6.7: Example of waveform function: HAAR wavelet 

The continuous wavelet transform CWT of the input function f(x) is defined as the sum 
over all data of the signal multiplied by scaled and shifted versions of the waveform 
function Ψ: 
 
 

 

∫
∞

∞−
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
Ψ= dx

a
bxxfbaCWT

w

w
ww )(),(  (6.12) 

with aw Scale factor 
bw Shift of position 

 

 
As shown in Figure 6.7, a low scale aw means a compressed wavelet, and, therefore, a 
signal with rapidly changing details, i.e., a high frequency of the signal. Thus, the in-
verse of the scale (1/aw) is related to the frequency ω of the power spectral density. The 
decisive advantage of the wavelet transform is the ability to perform local analysis, in 
other words, to analyze a localized area of a larger signal. Hence, the wavelet transform 
can be used for both spectral analysis and edge detection in images. Evaluating the re-
sults of edge detection, the wavelet transform is a suitable method to determine the 
structure constant Cn

2. 
 

As an example of the wavelet transform using the Haar wavelet, Figure 6.8 shows the 
coefficients CWT in dependence of aw and bw. This wavelet transform is applied on a 
real grabbed one-dimensional image signal of the line scan sensor mentioned in section 
5.2.4.  
 
In this regard, the wavelet transform is implemented with use of the discrete wavelet 
transform algorithm developed by MALLAT [1988]. In contrast to the Welch method, 
the wavelet analysis simultaneously provides the spectral analysis of the signal and the 
positions of the edges.  As illustrated in Figure 6.8, the bright stripes denotes the places 
of the edges. In other words, edges in the image signal represent a high value of the co-
efficients of the wavelet transform.  
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Figure 6.8: Wavelet transform of one-dimensional image signal 

 
T
[B

he connection between the wavelet transform and the structure constant is presented in 
ETH, et al., 1997] where the structure function of the phase DS(r) can be exp

by the wavelet transform: 
 

ressed 

 
[ ] ∫ ⎟

⎠⎝S aL 0

with a Aperture 
x

⎞
⎜
⎛ −

Ψ=−+=
SL

S dxxxxSxSaxSaD 0
00 )(1)()()(  (6.13)

e image 
LS Signal length 

These relations are valid for each waveform function, but attention must be paid 
ited signal length LS because (6.13) is only fulfilled if LS >> a. The structure function 

2

 = 1.09 (Spherical waves) 
 

he computational effort to perform a wavelet transform like in the example of Figure 

2
2  

0 Position of an edge in th
 

 
on the 

lim
DS(a) is related to the structure constant Cn  as follows [DEUSSEN, WITTE, 1997]: 
 
 ( ) RCakckaaD nLS

23/5222)( =⋅σ= α  (6.14) 

with cL = 2.92 (Plane waves)  

 
T
6.8 is considerable. The example of Figure 6.8 (signal length: 256 pixels) requires 
350,000 floating point operations, while other edge operators – e.g., the Canny operator 
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(cf. section 6.4) – only need about 24,000 floating point operations. In contrast to the 
anny operator, the wavelet transform yields not only the p

additional information about the spectrum. First results published in [BETH, 
997] show that the wavelet transform can be used for the determ

2

sform CWT(aw, bw) with the 
ariance σV

2 necessary to determine the inner scale l0 is not known up to now. For this 
ason, the additional computational effort of the wavelet tra sform is not accom

y better results in comparison to other methods.  

e
r reach sufficiently good results. Thus the 

tter technique will be investigated in the following. 

 

Wiener filter for determination of intensity fluctuation 

.3.1 Introduction 
entioned in section 6.1, the Wiener filter is applied for the following purposes: 

1. Separation between signal and noise overlaying the signal. The spectrum of the 
noise is assumed to determine the intensity fluctuations necessary for the estim
of the inner scale l0. 

. Filtering the data to improve the edge detection which is used for estimation of the 

1., the model of the Wiener filter supposes an undisturbed image sig-
al f ( n2) and additive noise signal v ( n2). As given in (6.15), the signals f  and v  provide 
e (noi

 
 (6.15) 
 

erein, n2 is defined by (6.3). In general, a convolu-
linear discrete filter 

2 2

rete filter function h (n2) depends on the noise v which is influenced by in
fluctuations. In other words, the filter function h (n2) is expected to provide information 
bout the intensity fluctuations caused by turbulent processes. Thus, an appropriate digi-

C osition of the edge but also 

ination of the structure 
et al., 

1
constant Cn . 
 
However, a functional model connecting the wavelet tran
v
re n panied 
b
 
The edge operators presented in section 6.4 work more efficiently because no multiscale 
decomposition is needed. Since the artificial targets used in terrestrial geodesy do not 
have very different typ s of edges and other singularities, algorithms using the one-scale 

ethods like Canny operator and Wiener filtem
la
 

6.3 

6
As m

ation 

2
structure constant Cn

2 (cf. section 4.3.2). 
 
Referring to point 
n
th sy) signal y which is measured: 

y ( n2) = f ( n2) + v ( n2) 

the time-dependent index variable H
tion filter estimates the filtered signal using the convolution of a 

nction h (n ) and the noisy signal y (n ) which is observed as given in (6.15). fu
 

)()()(ˆ
222 nynhnf ⊗=  (6.16)  

with f̂  Filtered signal (The hat ^ denotes estimated quantities) 
 
The disc tensity 

a
tal filter must be found to describe optical turbulence. In the following approach, the 
Wiener filter is applied to provide the desired filter function h (n2) and the filtered sig-
nal.  
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The Wiener filter which was first described by WIENER [1950] was considered for 
image restoration in the 1960s and 1970s, e.g., [ANDREWS, HUNT, 1977]. In general, 
the Wiener filter uses minimum mean-square estimation to determine the filter function 
h (n2), e.g., [KROSCHEL, 1996]. Depending on the estimation algorithm, several sub-
groups of Wiener filter exists. Figure 6.9 gives an overview of the classification of the 
Wiener filters. In Figure 6.9, the two criteria of classification are the filter type (causal 

r noncausal) and the application (global, image region) of the filter. 

2 2 2,0 y(n2) = hcau  f(n2) = 0 2 2,0

ausal filters (6.17) implies that the effect y will not occur until the 
ause f  has happened. 

o
 
The first criterion of this classification is the filter type (causal or noncausal). Causal 
filters as mentioned in Figure 6.9 are defined by the following property: 
 

f(n ) = 0 for n < n   ⇒ ⊗ for n < n (6.17)  

with n2,0 Boundary value 
hcaus Point spread function of causal filter 

 
The property of c
c
 

FIR Wiener Filter
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Noncausal
Wiener filter

Filter using
global image

Adaptive
Wiener filter

Filter using
local image

regions

Noncausal

Wiener filter

Criterion 1 

Criterion 2 

 

 

Figure 6.9: Classification of Wiener filter.  
Highlighted: Type of Wiener filter applied in refraction analysis 

 and the un-

222 nRknRkh FY

N

Y

Filt

=−⋅∑

Using the causal Wiener filter, the relation between the noisy observation y
disturbed image signal f is given by the Wiener-Hopf equations as follows, e.g., [KRO-
SCHEL, 1996]: 
 
 

)()()( 2
02k =

 0 ≤ n2 ≤ NFilt (6.18) 

Filt   
here the autocorrelation function RY is defined by 

RFY (n2) = E [f (k2) ⋅ y (k2 + n2)] for all (k2) (6.20) 

with N  Length of the filter 

w
 
 RY  (n2) = E [y (k2) ⋅ y (k2 + n2)] for all (k2) (6.19) 
 
and the cross-correlation function RFY by 
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The Wiener-Hopf equations allow the computation of the filter coefficients h (k2) if the 
cross-correlation function and autocorrelation function of the input f and the output y are 
given or estimated by their power spectral densities. Solving the Wiener-Hopf (6.18) 
equations is demanding and can be simplified under the assumption that the Wiener 
filter is noncausal. Neglecting the requirement of causuality (6.17) is feasible in applica-
tions of image processing, since the whole image signal information is available when 

e filter coefficients are computed, e.g., [PRATT, 1991]. The noncausal Wiener filter is 
presented in section 6.3.2. As shown there, a spectral model S V ( ω2) of the noise signal 
v(n2) is n tical ex-
periments, sented in 

.3.2 Noncausal Wiener filter 

the column n1 of the image are available for the computation. A 
rther requirement of the derivation of the noncausal Wiener filter is the stability of the 
lter, i.e., the impulse response must not be infinite: 

th

ecessary for the application of the Wiener filter. Based on the prac
 a spectral model S V ( ω2) has been empirically derived which is pre

section 6.3.3. 
 
The second criterion of the classification in Figure 6.9 emphasizes how the filter proc-
esses the given image signal. On the one hand, the (fixed) Wiener filter uses all pixels 
simultaneously to separate the signal from the noise overlaying the signal (Noncausal 
Wiener filter) and, on the other hand, the Wiener filter uses local regions of the image to 
estimate the signal f (adaptive Wiener filter ). The adaptive Wiener filter as presented in 
section 6.3.4 is implemented to evaluate the measured image data obtained by the line 
scan camera (section 7.2). 
 

6
As mentioned above, the noncausal Wiener filter assumes that, after the measuring time, 
all intensities y (n2) of 
fu
fi
 
 

∞<∑
∞

−∞=2

2
k

(6.21) 

with k  Index variable of f   

ssumi terion is fulfilled, the noncausal Wiener filter can be ap-
lied. From (6.16) follows that the signal f is related to the noisy observations y and the 

 h using the discrete convolution: 

)(ˆ
2222 knyknf

k

−⋅= ∑
∞

−∞=

 

puted since all 
bservations y are available (property of noncausal filter). In order to estimate the filter 

 =⋅− nynfnf  (6.23) 
 
If (6.23) is inserted into ( -Hopf equation for non-
causal Wiener filtering is given by: 

)(kh   

2 ilter 
 
A ng that the stability cri
p
filter
 
 

(h )() (6.22) 
2

 
If the filter function h is given, the discrete convolution (6.22) can be com
o
function h, the Wiener filter uses mean-squared-error estimation. This estimation uses 
the orthogonality principle which can be written as, e.g., [KROSCHEL, 1996]: 
 

0)}]()(ˆ)(E[{ 222

6.22), the following so-called Wiener
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)()()( 2222
2

nRknRkh FYY
k

=−∑
∞

ince equation (6.24) is fulfilled for all integer pixel coordinates n2, (6.24) can be re-

H (ω2) can be solved from (6.25) and the noncausal Wiener filter is 
iven by: 

−∞=

 -∞ ≤ n1 ≤ ∞ 

-∞ ≤ n2 ≤ ∞ 
(6.24) 

 
S
written using the convolution operator ⊗: 
 
 )()()( 222 nRnhnR YFY ⊗=   

(6.25) 
 
If the autocorrelation function and the cross-correlation functions are Fourier-trans-
formed to the power spectral densities SY and SFY as given in (6.28) and (6.29), the spec-
tral filter function 
g
 
 

)(
)()( 2

2 ω
ω

=ω FY

S
SH  

2Y
(6.26) 

with ∑
∞

2

2
n

 (6.28) 

 (6.29) 

 
On the assumption that the image signal f (n2) and the noise v (n2) are uncorrelated and 
zero-mean stochastic processes (i.e., RFV  ≡ 0), the autocovariance function RFY in (6.25) 
can be written as: 
 
 RFY ( n2) =  E [ f (k2+n2) ⋅ y (k2)]  

 = E [ f (k2+n2) ⋅ {f (k2)+v (k2)}]  
 = RF (n2) + RFV (n2) 
 = RF (n2) (6.30) 

 
By using (6.15), the autocorrelation function R  can be obtained by 
 
 RY ( n2) =  RF (6.31) 

−∞=

ω−=ω 22e)()( 2
ninhH  (6.27) 

∑
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(n2) + RV (n2) 
 
From (6.26), (6.30) and (6.31), the noncausal Wiener filter is given by 
 
 

)()(
)()(

22

2
2 ω+ω

ω
=ω

VF

F

SS
SH  (6.32) 

 
With the noncausal Wiener filter, the image signal f can be estimated using a linear es-

mator provided that the power spectral density of the undisturbed signal SF and the 
power spectral density of the noise signal SV are given or estimated. The noncausal 
ti
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Wiener filter assumes that there is only one single power spectral density S F ( ω2) which 
refers to the global image. In the case of adaptive Wiener filter discussed in 6.3.4, the 
power spectral density of the signal SF is assumed to depend on the time, too, i.e., 
S F ( ω2, n2). Thus, the adaptive Wiener filter uses several power spectral densities in 
various image regions, i.e., one power spectral density SF per image region (for details 
see section 6.3.4). 
 
At first, the power spectral density of the noise signal S V ( ω2) is unknown. Therefore, 

rther ecessary to model the noi
al S V ( ) by means appropriate parameters (such as σ 2 ) whereby these parame

p indic ination of .  

he par of th elch m thod, 
f. section 6.2.3b) if the noise signal v(n ) is known. However, the noise signal v(n ) is 

 

wit

In signal  is assumed to be known. Since this is not the case, the 

e succeeding approximations of S V,j ( ω ) (j = 1, 2, ...) can be calculated iteratively by 

 produces an estimation of the spectrum S V ( ω2) the parameters of 
hich can be used for the determination of intensity fluctuations. The model which de-
ribes sity fluctuations is discussed in t
wing section. 

.3.3 Model of the power spectral density used for the Wiener filter 
s presented in (6.32), the Wiener filter requires a function S V ω2) for the power sp

tral density of the noise signal. Referring to the refractive index spectrum given by

 for 2π/  < κ < 2π/l0

 
si el ws 

(6.35)

 a measure for the intensity fluctuations and is used for the 
etermination of the inner scale in section 4.4. 

 

fu investigations as presented in section 6.3.3 are n se sig-
n ω2

ected to 
V ters 

are ex ate the intensity fluctuations needed for the determ l0
 
T ameters e spectrum S V ( ω2) can be estimated by using the W e
(c 2 2
not available before noisy observation signal y has been filtered. Thus, the estimation of 
v(n2) is given by: 
 
 v̂ ( n ) = y ( n ) − f̂ ( n ) 2 2 2 (6.33)

h v̂ ( n2) Estimated noise signal 
 

(6.33), the filtered  f̂
noise signal v(n2) and the parameters of the spectrum S V ( ω2) must be determined using 
iterative loops. In doing so, a first approximation of S V,0 ( ω2) is required which leads to 
a first approximation of the filtered signal 0̂f  using (6.32) and (6.22). In the next steps, 
th 2
estimating the power spectral density of the residuals v(n2) obtained by (6.33). At the 
end, this algorithm
w
sc the spectrum S V ( ω2) and, thus, the inten he fol-
lo
 

6
A ( ec-

 
 
 ( ) 3/11−κ⋅∝κΦn L0 (6.34)

a plau ble mod  of S V ( ω2) can be suggested as follo
 

( ) 23/11
22 vV aS σ+ω=ω −

ω   

 
This model is controlled by the parameters aω and σV

2 which must be estimated 
whereby σV

2 is assumed to be
d
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In order to validate the model (6.35), a line scan camera as introduced in section 5 
grabbed images within the scope of the field experiments described in section 7, and a 
spectral analysis of these images was calculated. In doing so, the time series of the in-

nsity of a selected pixel (fixed position of the pixel in the image = n1) are analyzed by 
eans of the Welch method as presented in section 6.2.3. Two representatives example 

of the spectral analysis are plotted in Figure 6.10 
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Fig ity 

(Images recorded in Claro, cf. section 7.2) 

im ich is given by 
s ponents 

f a periodic waveform, it is necessary to sample more than twice as fast as the high
aveform frequency. Hereby, the line scan camera grabbed with a sampling freq

aximal frequency which can be detected is at the most than 
z. The peak in Figure 6.10 an be interpreted as DC-value and depends 

diome c i aged intensity mainly depends 
n the or investigations of ref
fluenc h n influences concentrates on the rema -

rom (6.15) and (6.35) follows the power spectral density of the measured signal y (in-
nsities of a pixel) as 

 
 

ure 6.10 Spectral analysis of the time series of the pixel intens

The spectral analysis of Figure 6.10 is limited to a max al frequency wh
e Nyquist frequency 0.5 f . In other words, in order to recover all Fourier comth

o
w

est 
uency 

fs  = 333 Hz, i.e., the m
167 H  c on the 
ra tri ntensity of the grabbed target. Since the aver

po u ly matter fo ex s re, the DC-value does not great
es. T us, the investigation of refractio

raction 
in in
ing Fourier components in the following. 
 
F
te

( ) ( ) ( ) ( ) 23/11
22222 vFVFY aSSSS σωωωωω ω ++=+= −  (6.36)

s an approximation, this model of the power spectral density is modelled by 
 
A
 
 ( ) ( ) 2

22 vDCY AS σ+ωδ⋅=ω  (6.37)

with ADC DC-value 
 δ(ω2) Dirac function  
 
and 
 

( ) 2
2 vVS σ=ω .  (6.38)
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As an advantage, the modified spectrum of (6.38) facilitates the in rse Fourier trans-
form of (6.32) which is required for the calculation of the Wiener filter.  

ve

he modified spectrum is depicted schematically in Figure 6.11. Besides the low fr
uencies, the modified spectrum parameterizes quite well with the measured spect
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algorithm uses the modified model of (6.38) to determine the noise vari-
nce σV

2 which is required for the determination of the inner scale (section 4.4). Hereby, 
e implementation of the Wiener filter is discussed in the following section. 

 
lthough the noncausal Wiener filter can be efficiently implemented, this filter is usu-

ilter throughout the entire image signal f (n2) 
can cause systematic deviations of the estimated parameters since this filter is time-

Figure 6.11: Spectrum of the modified model in comparison with  
the measured power spectral density 

Thus, in the scope of the field experiments presented in section 7.2, the implemented 
Wiener-filter 
a
th
 

6.3.4 Implementation using adaptive Wiener filter 

A
ally not applied in image processing due to the following disadvantage: The use of a 
fixed filter such as the noncausal Wiener f

invariant.  
 
This deviations can occur if the image patterns float (i.e. move slowly) in n1-direction 
with a slow frequency during the measuring time (e.g. due to vibrations of the instru-
ment) whereby the Wiener filter is applied in n2-direction.  
 
The influence of this floating process on the image signal f (n2) is depicted schematically 
in Figure 6.12. 
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Figure 6.12: Intensity deviations in the signal f (n2) caused by 
Floating of image pattern (schematically) 

gions have one pixel in n1-direction 
nd Nlocal pixels in n2-direction whereby Nlocal must be defined by the user (cf. Figure 

6.12). Within the local region corresponding to a pixel n2, the image signal flocal can be 
approximate
 

ion egion and the random deviations can 

 
Because the image characteristics (contrast, variance of intensities, etc.) may differ no-
ticeably in parts of the image, adaptive image processing is recommended as is pre-
sented in the following [LIM, 1990]. Adaptive image processing involves that, at each 
pixel n2 in a specified column n1*, the local characteristics are determined in the neigh-
borhood of the pixel and are used as a-priori-knowledge to determine the presence of 
significant high-frequency details of the image signal.  
 
In other words, instead of assuming a fixed spectral density SF for the entire image, the 
adaptive Wiener filter locally estimates this spectral density: For each pixel, the algo-
rithm extracts a part of the image, called local region. Since the adapted Wiener filter is 
applied in the direction of the n2-axis, the local re
a

d by: 

 f local ( n2) = m F , local (n2) + σF, local ( n2) ⋅ N(0,1) (6.39) 
   
with m F, local Local mean of the (undisturbed) image signal F  
 σF, local Local standard deviation   
 N(0,1) Zero-mean Gaussian white noise with unit variance  
 
This model is based on the assumption that the local mean and the local standard devia-

 of the image signal do not change in the local rt
be described by zero-mean Gaussian white noise. Of course, this model will only hold if 
the size Nlocal of the local region is chosen correctly: 
• If Nlocal is chosen too large, (6.39) is not fulfilled yet, since the signal is not station-

ary in a region which is too large.  
• If Nlocal is chosen too small, practical investigations show that the estimation of the 

spectra is biased.  

 



Image processing 102 Section 6 

Based on the results of the field measurements (section 7.2) Nlocal = 15 pixel can 
recommended. If N

be 
pixel, the results do not change 

gnificantly but a disadvantage is the increase of computational effort caused by the 
increase of the size of Nlocal, cf. (6.50) and (6.51). 
 
Using the model of (6.37) and (6.39), the power spectral density of the local image sig-
nal SF, local leads to 
 
 S F, local =  S F, local ( ω2, n2) = σF,local

2 ( n2) (6.40) 
 
From (6.32), (6.38), and (6.40), the local filter function hlocal for the adaptive Wiener 
filter is given by: 
 
 

local is chosen larger than 15 
si
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with DFT-1 Inverse discrete Fourier Transform  
 δ(n2) Kronecker Delta function  
 
As mentioned in the derivation of (6.32), the equations (6.32) and (6.41), respectively 
are only valid if the image signal f (n2) and the noise v (n2) are uncorrelated and zero-
mean signals (i.e., RFV  ≡ 0).  
 
In order to obtain a zero-mean signal, a transformation with the shift variable mF,local = 
E[F(⋅)] is required as illustrated in Figure 6.13. However, this transformation does not 
change the results of the estimation process. 
 
 

Undisturbed
image signal
f (n  )2

noise signal
v (n )

Noisy observation
y (n  )2+ +

E [ y (n  ) ] = m2

+

-
Filter function h +

+

mF,local

+

+ +

Estimated
age signalim +

-

+

Estimated
noise signal
v (n  )^^

Intensity
fluctuations

σV
^

2
F,local

2

2
2f (n  )  

 

Figure 6.13: Model for signal estimation with Wiener filter h 
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From Figure 6.13 and (6.16), the filtered image signal  is estimated by f̂
 
 [ ] )()(ˆ)()(ˆ)(ˆ

22,22,2 nhnmnynmnf locallocalFlocalF ⊗−+=  (6.43) 

with ∑
∈

ilter function (6.42), equation (6.43) yields:  

⋅=
regLnlocal

localF ny
N

m
2

)(1ˆ 2,  (6.44) 

 Nlocal  Number of rows of the local image region  
 Lreg Set of pixels in the local region  
 
Using the local f
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nd (6.46), the noise variance σV  as a parameter the spectrum of the noise signal Sv is 
ssumed to be constant throughout the whole image and is assumed to be known. 

the scope of determination of intensity fluctuations, the noise variance σV
2 is unk

nd, therefore, has to be estimated by means of iteration loops. At the beginning of the 

sing V, 0 , the adaptive Wiener filter provides the filtered signal 0 as a result of the 

ignal  of the next iteration loop is estimated by means of σV,1
2 and 

es as soon as the absolute error of convergence εerr can be 

 (6.46) 

 
Equation (6.45) provides the filtered image using the adaptive Wiener filter. In (6.45)

2a
a But in 

nown 
a
iteration loop, the first approximation for the variance σV, 0

2 is calculated by:  
 
 ]))E[(E( 22

0, yyV −=σ  (6.47) 
 

σ 2 f̂U
first iteration loop. In the following step, the next iteration of σV

2 is given by 
 
 ])ˆE[( 2

0
2

1, yfV −=σ  (6.48) 
 
Then, the filtered s f̂ 1

(6.45). The algorithm terminat
neglected: 
 
 

errjVjV ε<σ−σ −
2

)1(,
2

, ˆˆ  for j = 1, 2, ...  (6.49) 

with j Index of the iteration loop  

ith regard to the implementation of the adaptive Wiener filter by a software, attention 
ould be paid to the computational efficiency. Thus, it is recommended to calculate the 

 
This iterative algorithm results in a locally minimum mean-square estimation of the 
image signal whereby the corresponding variance σV

2 is expected as a measure for in-
tensity fluctuations. 
 
W
sh
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values of the local average m l and the local variance σF,local
2 using the following 

convolution

 

F,loca
: 

 
localregionlocalF Nnynhnm /)()()( 222, ⊗=  (6.50) 

 2
2

2
22

2
, )()()( regionlocalX nynhn ⊗= ) 

where hregion Convolution kernel f loc
Nlocal elements consisting

 

 

rithm of the Fast Fourier transform ( FT)

6.3.5 Conclusions and outlook 
The presented approach applies the adap mate both the filtered 

gnal and the variance σV
2 which  

intensity fluctuations and the inner scale l a 
parameter of the model SV which describ y of the additive 
noise and which the Wiener filter requires for the calculation of the filter function (cf. 
(6.32) and (6.41)). Therefore, the es  determine the 
intensity fluctu nction. 

.2, some questions remain which should be in-
estigated in further research work: 

 of the adapted Wiener filter still can be used but the 
inverse Fourier transform (6.42) becomes more difficult. In this case, the algorithm 
of the adapted Wiener filter must be modified: Instead of estimating the filtered im-

in as given in (6.43), the filtered image signal F must be 
me 

domain by means of the inverse Fast Fourier transform. 
 The presented algor hm of the adapted Wiener filter is computationally expe

As revealed by the eld experiments, the floating of image structures as illu
in Figure 6.12 is considerably smaller in reality than it was assumed at the time 

s. 

2
2, )(/ VlocalXlocal nmN σ−−  (6.51

al image region. This is a vector with 
 of ones in each element 

σ

 o

This procedure is advantageous since the convolution can be performed using the algo-
. 

tive Wiener filter to esti

F

image si is used in further calculations to determine the
0 as described in section 4.4.2. Hereby, σV

2 is 
es the power spectrum densit

timation of parameters necessary to
ations is related to the estimation of an appropriate filter fu

 
Although the presented algorithm of the adapted Wiener filter satisfied in evaluating the 
measurements as presented in section 7
v
• The used model for SV is an approximation only. Further investigations should seek 

for terms which correspond to the κ-11/3-law of the refractive index spectrum and 
which describe the spectrum of the intensity fluctuations more accurately. 

• If further spectral analysis determines a function SV which is more sophisticated than 
(6.38), the filter function (6.41)

age signal in the time doma
estimated in the frequency domain and, in a next step, transformed into the ti

• it
fi

nsive. 
strated 

when this algorithm was designed. Therefore, the question may arise how the algo-
rithm can be optimized to decrease the computational effort without affecting ad-
versely the estimation of the desired parameter
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6.4 Edge detection for determination of angle-of-arrival fluctuation 

6.4.1 Introduction 
Angle-of-arrival fluctuations of the incoming light waves slightly shift image patterns 

hen monitoring a distant target such as a coded levelling rod as described in s
ent of the pattern is perceived as edges changing their posi-

rmine angle-of-arrival fluctuations and the structure 
th use of image processing techniques and equation 

.31), the time-dependent position of edges in the grabbed image has to be evaluated 
nd the variance σx

2 (fluctuation) of these edges must be determined. 
 

dges are intensity discontinuities in the progression of the undisturbed image signal 

w ection 
4.3 and 5.5. The displacem
tion in the image. In order to dete
constant of refractive index Cn

2 wi
(4
a

E
f (x) (gray value function). Assuming images which are acquired from line scan sensors, 
a one-dimensional edge is modelled as a ramp or a step, i.e., a decrease in image ampli-
tude level from a high to a low level or vice versa. 
 

Pixel x 

G
ra

y-
va

lu
e 

fu
n

ct
io

n
 f(

x)
 

DarkLight

ARamp

  
Figure 6.14: Model for edges in one-dimensional images: Ramp 

Dots: Sampled values of the image signal 

An edge exists if the slope of the ramp and, therefore, the difference of image amplitude 
level exceeds st be found, 
where th

Places where the first derivative of f (x) is larger in magnitude than a threshold 
ure 6.16) 

on 

sts. A classification of the 
ost known algorithms is presented in Figure 6.15.  

 

 a specified threshold. To detect edges, places in the image mu
e intensity changes rapidly, using one of these criteria (cf. Figure 6.16): 

• 
• Places where the second derivative of f (x) has a zero crossing (cf. Fig
• Places where a given template of an edge matches optimally with the gray levels of 

the image (template matching, cf. Figure 6.18) 
 
When dealing with edge detection in images of natural scenes, the amount of noise must 
be taken into account. Unfortunately, noisy signals normally consist of similar high fre-
quencies like signals which contain edges. Thus, a crucial step in edge detection is that, 

the one hand, edges which occur in the image should be detected despite of noise 
and, on the other hand, noisy signals must not produce fictitious edges. 
 

owadays, a wide variety of edge detection algorithms exiN
m
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Sobel operator

Kirsch operator

Prewitt operator

Roberts operator

Forming pixel difference
with use of

elementary masks

Canny operator

Convolution with
optimized filter

(Gaussian filter)

1st derivative

Laplace operator

Marr-Hildreth operator

Convolution with
isotropic

band-pass filter

2nd derivative

Differential edge detection

Least squares matching

 Correlation based
operators

Template matching

Wavelet transform

Multiscale analysis

 Edge detection

Figure 6.15: Classification of edge detection algorithms.  
 C  o  are chosen for further investiga-

nfluences. 

s 
 applied algo-

ection 6.4.4 and 6.4.5. Section 6.4.6 provides 
n s. 

The anny perator and the least squares matching
tions concerning refraction i

In section 6.4.2, the principles and drawbacks of the presented algorithms are discussed 
briefly. Section 6.4.3 presents a comparison and evaluation of edge detection algorithm
in order to select the appropriate algorithm for refraction analysis. The

srithms are explained in more detail in 
o siderations about the accuracy of the applied algorithmc
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6.4.2 Edge operators 
As shown in Figure 6.15, the investigated edge operators can be classified into differen-
tial edge detection, template matching techniques and multiscale analysis. In the case of 

ultiscale analysis, the wavelet transform as a representative for this technique has al-
ral analysis. The template 

atching techniques are explained at the end of this section since these techniques using 
ference image patches work completely different from the other edge operators. 

 
The basic concept of differential edge detection is to differentiate the image function 
f (x) as follows: 

n, the differen-
ation must be approximated using the filter function h(x) whereby several approaches 

are known for h(x) (cf. Table 6.1). A simple approach is to subtract the gray value of the 
alue of the subsequent pixel. Thus, the filter function is  

ient is incorrect. Thus, more sophisticated algorithms are required which 
re presented in the following sections. 

 

a) Elementary masks 
The d used 
in practice, since the least 

or applying the convolution kernel of the Sobel, Kirsch, and Roberts operator as pre-

m
ready been discussed in section 6.2.4 in context of spect
m
re

 
 )()()( xhxfxg ⊗=  (6.52) 

 
Equation (2.4) expresses a convolution between the image signal f (x) and a specific 
mask or filter function h(x). Since the image function is a discrete functio
ti

preceding pixel from the gray v
 
 ( )011)( −=xh  (6.53) 

 
The convolution of (2.4) provides the discrete differentiation g(x), in other words, the 
amount of the gradient of the image signal, e.g., [PRATT, 1991]. Places of an edge are 
detected, if the local maximums of the first derivative g(x) exceed a specified threshold. 
In the last step, the standard deviation of the positions of the edges has to be calculated 
in order to determine σx

2 and the angle-of-arrival fluctuations using (4.31). 
 
The simple approach of (6.53) is not applicable because noisy signals can easily pro-
duce fictitious edges and real edge cannot be detected if the specified threshold of the 
amount of grad
a

irect subtraction of gray values which was presented in (2.4) is normally not 
perturbation between neighboring pixels will change the 

amount of the gradient g(x). To overcome this insufficiency, various types of masks 
have been investigated and documented as shown in Table 6.1. 
 
F
sented in Table 6.1, the image must be a two-dimensional signal f (x, y). In the case of 
line scan camera, this restriction is easily fulfilled when a couple of line scans are 
grabbed one after another, so that a frame of subsequent lines forms the two-
dimensional signal. 
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Operator Mask  
(convolution kernel) 

Comments 

Prewitt ( )101)( −=xh  The pixel difference is formed with the next 
but one pixel which is assumed as undis-
turbed 

Roberts ⎞⎛− 001 Diagonal-crossin

⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝

=
000
010),( 21 nnh  

g edges are easier to be de-
tected, but no improvement in images con-
taining rectangular structures 

Sobel 

⎟⎜
h

n of the edge a  
es which are 

weighted (weights: determined with the bi-⎟
⎟

⎜
⎜

−= 202),( 21 nn  achieved
⎞⎛ − 101 Smoothing effects in directio

 by use of three lin
re

⎠⎝ − 101 nomial distribution which approximates the 
Gaussian distribution.) 

Kirsch 

⎟
⎟
⎞

⎜
⎜
⎛

−
−

= 503
553

),( 21 nnh

Each edge direction uses its own convolution 
kernel. Smoothing effects in direction of the 

⎟ edge like the Sobel operator. 
⎠

⎜
⎝ −−− 333

 

Table 6.1: Elementary masks of edge detection operators 

The mentioned elementary masks have in common, that edges are detected with rela-
vely small computational efforts. The structure of this elementary masks reduces the 

gree.  

 
 the K  only 

 with diagonal structures. The results of the compari-

the second derivative of the image function f(x):  

(6.54) 

s shown in Figure 6.16, the zero-crossings of g′(x) are places of edges. This is equiva-

ti
influences of noise to a certain de
 
In order to detect edges in one-dim
erts, Prewitt, and the Kirsch meth
noise and because the Roberts and
useful in two-dimensional images
son are presented in section 6.4.3. 
 

b) Laplacian operator 
The Laplacian operator is based on 
 
 

)()( 2 xfxg ∇=′  
 

ensional images, the Sobel is preferred to the Rob-
od, since the Prewitt operator is more sensitive to

irsch operator offer advantages which are

A
lent to other methods using the first derivative where the positions of edge are at places 
with a local maximum of the first derivative g(x). 
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f(x)

g(x)=f'(x)

g'(x)=32f(x)

x

x

x

 
 

Figure 6.16: Localization of edges 

 
The Laplacian operator is even more sensitive to high-frequency noise signals than the 
methods based on the first derivative. This influence will be made clear in the following 
where a sinusoidal noise signal v(x) with frequency ω and amplitude v0 is investigated: 
 
 (6.55) 

The second derivative of (6.55) is  
 
 

)sin()( 0 xvxv ω=  
 

)sin()( 2
02

2

xvxv
dx
d

ωω−=   (6.56) 

 
(6.56) demonstrates that the influence of the noise becomes stronger with the second 
derivation (amplification factor ω2). To limit the interfering influence of noise, an ap-
propriate lowpass filter (e.g., Gaussian filter) has to filter the image signal before differ-
entiation [MARR et. al. 1980].  
 
This method is almost identical with the Canny operator (see section 6.4.2c)) because 

at e Canny operator corre-
p

the maximum in the output of a first deriv
sponds to zero-crossings in the Laplacian o

ive operator like th
erator. 
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c) Canny operator 
The differential edge operators presented in 6.4.2a) have been heuristically derived. 
However, CANNY [1986] has taken a mathematical approach to edge detection. The 
Canny operator is based on a one-dimensional, continuous model for a step edge which 
is disturbed by additive white Gaussian noise with standard deviation σV.  

 noisy edge sig-
) pulse response 

 
The basic strategy of the Canny operator is the convolution of the given
nal f (x  with an anti-symmetric convolution kernel h (x), which is an im
function with zero amplitude outside the range [-wc, wc] (Figure 6.17). 
 

h(x)

x-wc +wc

 
Figure 6.17: Example of asymmetric convolution kernel h(x):  

mp e re
Good detection: The probability of faili
abil of f

. Good localization: The detected edges should e to the true edge 
poin

. Sing  mark only one place to the same edge. This 
requ irst criterion. But this criterion must be 
stated explic

First derivative of the Gaussian function as used by the Canny operator 

 
he iT

1. 
uls sponse function must fulfill the following three criteria:  

ng to detect true edge points and the prob-
ity alsely marking nonedge points should be low. 

be as close as possibl2
ts

rator should
. 

3 le response: The ope
enirem t is implicitly captured in the f

itly for mathematical reasons. 
In order to mould the first criterion into mathematical terms, the signal-to-noise ratio 
SNR(h) can be used which is defined as [CANNY, 1986]: 
 
 

∫⋅RampA
0

[ ]∫
c

dxxhn 2
0 )(

− cw

−= c

w
w

dxxh
hSNR

)(
)(  (6.57) 

ith r unit length 

If a filter h is found which maximizes SNR (h), this high signal-to-noise ratio 
good detection. As an assumption of (6.57), the function f (x) assigns the image region 

hich contains an edge, thus f (x) is modelled by a ramp function of the amplitude ARamp 

w n0  Mean-squared noise amplitude pe  

 
means 

w
as shown in Figure 6.14.  
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Referring to the second criterion, a localization factor Loc (h) must be defined which 
models the quality of the localization of edges [CANNY, 1986], [PRATT, 1991]: 
 
 

[ ]∫ ′
cw

xh
n0 )(

− cw

dx2

where ) is the first derivative of h (x). Loc ) increases if the result of the operator is 
as close to the

(6.59) 

In general it is impossible to find analytically a closed form for the optimal im
response function h (x) which maximizes (6.59). But CANNY [1986] showed that the 

rst derivative of a Gaussian function

′
⋅= Ramp hA

hLoc )0()(  (6.58) 

 
(xh′ (h

 edge as possible. 
 
With these terms, the design of the optimal impulse response function for the Canny-
operator reduces to the maximization of the product SNR (h)⋅Loc (h): 
 max)()( →⋅ hLochSNR  

 
pulse 

 )(xG′  fi
 
 

)(
2

exp
2

)( 26
xhxG

c

≈⎟⎟
⎠

⎜⎜
⎝ σ

−
πσ

=′  
2xx ⎞⎛−

ith σc  Standard deviation of Canny operator 

) is zero outside of the [-wc;+wc] 

he range parameter wc and, consequently, the standard deviation of Canny operator σ  
are given by the minimal distance which is required for neighboring edges: With
range [-wc;+wc] the Canny operator detects at the most one single edge only. Practical 

igatio s  wc = 7 is suitable for edge detection in the 
ope of the used instrumental setup for refraction analysis. If wc is chosen smaller, the 

c

(6.60) 

w
 
is a suitable approximation for the optimal impulse response h (x), especially for large 
wc. The standard deviation of the Canny operator σc is given by the requirement that  
• h (x) is non-zero within the range [-wc;+wc] as defined in Figure 6.17 
• h (x
 
T c

in the 

invest n showed that a range defined by
sc
approximation of (6.60) will be deteriorated. If wc is chosen larger, the used code of the 
levelling rod involves, that more than one single edge is mapped in the range [-wc;+wc]. 
 
Thus, )(xG′  inserted as filter function h(x) into (2.4) yields: 
 
 

⎟⎟
⎠

⎜
⎝

26 22 cc
σπσ

 
Using equation (6.61), the Canny operator marks an edge at the local maximum of the 
convolved gradient g (x). Under the assumption that minimal distance of neighboring 

⎞
⎜−⊗=

2

exp)()( xxfxg  (6.61) ⎛− x
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edges is not too small (see the remarks to (6.60) above), the Canny operator provides a 
reliable edge detection as shown in section 6.4.3. The derivation of the desired standard 
deviation by means of the Canny operator is presented in section 6.4.5f). 

Edge detection using

 
escribed in [FÖRSTNER, 

982], [ACKERMANN, 1984], and [GRÜN, 1985]. To extend the least squares tem-
atching algorithm for high accuracy me urement of edge positions, a re

ture pattern is introduced as the reference template and is subsequently matched with 
age patches containing actual edge segments. Thus, the local direction, shape and 

 

d) Template matching 
 template matching uses synthetically generated or measured image 

patches (or templates) which contains an edge. Template matching can be performed 
with several techniques whereas least squares template matching is first presented in the 
following. Least squares template matching used for edge detection and tracking is

ased on the least squares image matching technique as db
1
plate m as al fea-

im
gray value distribution of the edge point are specified in the template. The extracted 
edge point is fully determined using transformation parameters which provide a relation 
between the initial position and the final position of the template in the measured image 
(Figure 6.18).  
 

 

Figure 6.18: Visualization of least squares matching for coded levelling rod 

that edge positions 
an be detected with a standard deviation of 0.02 pixel if the image quality (contrast in 
articular) is good enough [MAAS et al., 1994]. 

The user gives an approximate position for the edge and the matching procedures lo-
cates the precision position. The subsequent approximate position for the next patch 
containing the edge can be derived from the result of the previously matched point.  
 
Due to the redundancy in the estimation process, a covariance matrix containing infor-
mation on standard deviations of the parameters and correlations between parameters is 
determined simultaneously; this allows for an analysis of the determinability and preci-
sion of the transformation parameters. Former investigations show 
c
p
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Besides least squares template matching, correlation techniques are also suitable for 
mplate matching. This technique marks edges at positions where the coefficient of te

correlation rcorr of the image and the template containing the edge has a local maximum. 
 
With regard for reduction of computational effort, the coefficient of correlation rcorr can 
be calculated using the Fast Fourier transform as follows: 
 
 ( ) ( ) ( )[ ]212211

1 ,,*DFT, =yxrcorr ωω⋅ωω− FF  (6.62) 

o 
btain results with accuracy in the sub-pixel range. For this purpose, the correlation 

technique must be modified as reported in [CASOTT, PRENTING, 1999]. 

6.4.3 Comparison and evaluation 
Among the presented techniques, least squares template matching is the only technique 
which yields not only the positions of edges but also an estimation for the accuracy of 
the parameters and for the standard deviation of noise overlaying the image signal.  
 

with F1* Complex conjugate of Fourier transform of the image  
F2 Fourier transform of the template  

 

 
Whereas least squares template yield directly to the position of the edge with sub-pixel 
accuracy, the correlation technique requires an additional interpolation algorithm t
o

Comparison of σV 

1

3

5

7

Te
m
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a

ch
in

g
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Adaptive Wiener filter 

te
 m

at

[8 bit gray value]

 
between these two methods is 
0.98 and is quite promising. 
Therefore, the least squares tem-
plate matching is implemented 
for refraction analysis

Figure 6.19: Comparison of least squares matching 
and Wiener filter. Data: Measurements using video-

[8 bit gray value]
In Figure 6.19, the standard de-
viation σV of noise estimated 
from the residuals of the least 
squares template matching (cf. 
se
th

iation of noise calculated by 
ener filter 
orrelation 

 as de-
ribed in section 6.4.4. theodolite (1999, Dietlikon, Switzerland) 

erformance of the other edge operators (as presented section 
.4.2) and in order to select an appropriate operator for the edge detection of the meas-

ction 6.4.4) is compared with 
e corresponding standard de-

v
use of the adaptive Wi
(section 6.3.4). The c

sc
 
But a drawback of least squares matching is the need of approximate coordinates which 
are required to assign the position of the template in the measured image.  
 
In order to compare the p
6
ured line scan images (section 7.2), the operators of section 6.4.2 are applied to the 
same image which was grabbed by a line scan sensor.  
 
Table 6.2 presents the recognition rate which is the percentage of correctly detected 
edges. 
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Prewitt 52% 
Roberts 9% 

Laplacian  
operator 

80% 

Sobel 51% Canny 96% 

Table 6.2: Recognition rate of edge operators 

The results of this comparison are visualized in Table 6.3. 
 

a) Original image b) Prewitt operator 

c) Roberts operator r d) Sobel operato

e) Laplacian operator with lowpass filter f) Canny operator 

Table 6.3: Comparison of edge operators 
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Obviously, the Canny operator is especially suited for edge detection when using im-
ages for refraction analysis. Hence the Canny operator is used for the determination of 

e angle-of-arrival fluctuations. Section 6.4.5 describes the implementation of the 

a) 
Lea
ram age to its transformed counterpart in an other im-

y 
nlikely to be determinable over the small size of a patch, the analysis can be further 

 one shift parameter ∆x in vertical image direction. 
c n by: 

age 
x Position of the edge in a one-dimensional signal  

 ∆x Shift parameter  
 v Noise signal (error signal)  
 j Index variable  
 MP Number of pixels of the pattern  
 
Equation (6.63) assumes that the noise of the template is independent of the image 
noise. Figure 6.14 shows two image signals with a length of MP = 45 pixels obtained by 
measurements with a video-theodolite with a resolution of 8bit gray values (0...255). 
This makes it clear that the image signals are not linear and, therefore, the functions f1 
and f2 must be linearized.  
 
 f2(xj) = f1(xj - ∆x0) - fx,i d∆x + v(xj) (6.64) 

with ∆x0 Approximate shift parameter   

 d∆x Unknown correction of the shift  
 

th
Canny operator which is combined with the Wiener filter to provide both the angle-of-
arrival fluctuation and the intensity fluctuation.  
 

6.4.4 Implementation of least squares template matching (LSM) 

Determination of angle-of-arrival fluctuations using LSM 
st squares template matching uses coefficients of an affine transformation (six pa-
eters) for a chosen patch in one im

age (Figure 6.18). Hereby, the procedure applied in the scope of refraction analysis as 
discussed in the following was presented in [FLACH, MAAS, 1999]. 
 
If the target consists of a one-dimensional signal structure such as coded levelling rods, 
the analysis can be reduced to a one-dimensional problem due to the characteristics of 
the phenomenon and the shape of the image signal. As a vertical scale parameter is ver
u
reduced to the determination of
Hen e, the model is give
 
 f2(xj) = f1(xj - ∆x) + v(xj),  j = 1, ..., MP

(6.63) 

with f1 Reference image signal (one-dimensional feature pattern)  

 f2 Function of the image signal at the corresponding position in the 
subsequent im

 

 

0

1
,

xxx
jx

j
dx

f
∆−=

=  

ift parame

)(xdf

 
The approximate sh ter must be provided by the user or derived from previous 
calculations. In (6.64) the second order terms are assumed to be negligible. The lineari-

(6.65) 
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zation yields the following system of observation equations concerning one pair of cor-

(6.66) 

ith ∆f(xj) = f2(xj) - f1(xj- ∆x) 
 

responding patches: 
 
 ∆f(xj) = - fx,1 d∆x + v(xj),  j = 1, ..., MP

w (6.67) 
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f2(x)

f1(x-∆x)
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Figure 6.20: Template matching of one-dimensional signals 

 
Using the least squares method, the unknown correction d∆x of the shift ∆x can be esti-

ated by 
 
 

m

∑ =j jxf
1 ,

∑
2

(6.68) 

 
and the estimated shift is 
 
 ∆xi = ∆x0 + d∆xi i = 1 ... NL

(6.69) 

 NL Number of images of a series  

The e e se-
 i in equation (6.69). In each image of the series, 

 

 

=
Mp

1
∆−

=∆

Mp

j jjx xff
xd

, )(
 

 
quations from (6.63) to (6.69) are evaluated for each grabbed image of a tim

ries which are indicated by the index
the template matching uses the same template and the corresponding patch. Thus, the
variance σx

2 can be estimated from the shift of the template within each image as fol-
lows: 
 

[ ]∑ ∆−∆
−

=
LN

i
L

xx
N

2

1
1  

=

σx
2ˆ

with 

i 1
(6.70) 

x∆  Estimated average of the shift  
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The variance σx
2 is an appropriate measure for the angle-of-arrival fluctuation temporal 

changes of the angle-of arrival of incoming waves influences directly the variance σx
2. 

 order to improve the reliability and accuracy of σx
2 several patches per image are 

evaluated. P y 
this num  depending on the str , the imaging 
system and the experim
 
The size of the patches can be chosen by the user. For computational reasons, the length 
of the sides of the patches must consist of an odd number of pixels. If the size of the 
patches is too small, the redundancy decreases and the determination of σV

2 and other 
parameters (cf. the following section) becomes unstable. But also patches being very 
large are not suitable because of the increase of computational effort and because of 
disturbing influences of exposure which can deteriorate th

ents shows good results with a patch size of M  = 45 x 45 pixels. Minor devia-
tions

lated by LSM for each pattern. Using nPatch patches in one measure-
ent image, the spatial standard deviation σx,spatial is given as 

 

In
ractical investigations show that up to 40 patc

ber can slightly change
ental setup. 

hes can be utilized whereb
ucture of the target

e template matching. Practical 
experim P

 (up to 20 %) of MP do not significantly change the results. 
 
An alternate procedure for determination of angle-of-arrival fluctuations using LSM has 
been published in [HENNES, FLACH, 1998]. This procedure uses the difference  

)( MeasRefPatch xxd −=  derived from the known coordinate xRef of the patch in the refer-
ence image and the corresponding patch’s coordinate xMeas in the measurement image, 
where xMeas is calcu
m

 
[ ]∑

=

n

 
e turbulence-related disturbance of the phase front of the light bundle emerging from 
e target (angle-of-arrival fl tions). Referring to Taylor's theory of frozen 

lence (section 3.2.1), the standard deviation σx,spatial of (6.71) can be considered as 
al

) Determination of intensity fluctuations using LSM 
Additionally to the determination of angle-of rrival fluctuations, least squares template 
matching ondition 
that the o (i.e., the 

he residuals of the least squares fit as follows:  

−
−

=σ
Patch

i
PatchPatch

Patch
spatialx dd

n 1

2
, 1

1ˆ  (6.71) 

 
As discussed in [HENNES, FLACH, 1998], σx,spatial can also be used as a measure for
th
th uctua turbu-

equiv ent to σx.  

b
-a

 enables also the determination of intensity fluctuations. Under the c
ne-dimensional model really holds and the number of observations 

pattern size) is large enough, the noise variance σV
2 as an additional parameter can be 

estimated from t
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On the one hand, the noise variance σV
2 indicates the accuracy of the observations (pixel 

r 

mentation of the Canny operator in combination with the Wiener filter is em-
edded into an all-embracing proceeding which yields the noise variance σV

2 and the 
uctuation of the position of an edge σx

2 necessary to determine the turbulence param
ters Cn

2 and l0 by means of (4.31) and (4.45). Figure 6.21 presents a compreh
overview of the applied image processing techniques which are connected with the 

 opera

intensities) used for the parameter estimation. On the other hand, σV
2 can also be used as 

a measure for intensity fluctuations of the incoming light ray as introduced in section 
4.4. Hereby, this heuristic model assumes that intensity fluctuations which are caused 
by optical turbulence influence the image signal of the patches and, therefore, increase 
also the difference f2(xj) - f1(xj - ∆x) between the patch of the reference image and the 
one of the subsequence image. Thus, least squares template matching is also promising 
for refraction analysis as already mentioned in section 6.4.3 above.  
 
 
 

6.4.5 Implementation of Canny operato
 
The imple
b
fl e-

ensive 

Canny tor. 
 
The procedure of Figure 6.21 is principally valid for both images grabbed by line scan 
cameras or images grabbed by area scan cameras (e.g., video theodolites). In the follow-
ing, the essential elements of the procedure Figure 6.21 are explained with regard to 
images grabbed by line scan cameras such as presented in Figure 6.2 since images of 
this type were grabbed in the field experiments using a line scan camera (section 7.2). 
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Figure 6.21: Determination of σ
 

a) Wiener filter 
The implementation of the Wiene

V

r filter has already been explained in section 6.3. In 
ener filter in connection with the Canny operator is 
btained from a line scan sensor, the Wiener filter is 

he image as shown in Figure 6.22 in order to reduce 

2 and σx
2 using Wiener Filter and Canny operator 

the following, the application of Wi
discussed. Assuming a raw image o
only applied to a limited range of t
computational effort.  
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Herein, the 1024 pixel of the x-axis represent the elements of the line scan sensor and 
e 3000 pixel of the y-axis consist of the 3000 line re

line scan sensor. The lim Figur
is possible because all line readouts are included and, thus, the temporal intensity fluc-

n 

ible but it must be made sure that the sub-range thoroughly maps a part of the 
rget (rod), i.e. there are no disturbing influences (e.g. grass). 

The minimal size of the range of the Canny operator (dark gray) depends on the length 
f. re sed on practical investigation

ngth of wc = 7 and a width of 25 pixel for the Canny sub-range was found adequate. 

th adouts which are produced by the
itation of the range of the Wiener filter as shown in 

 
e 6.22 

tuatio can be measured.  
 
In order to determine the edges, the Canny operator is applied to a sub-range within the 
range of the Wiener filter. Figure 6.22 illustrates these ranges: The Canny sub-range is 
depicted as dark gray and lays within the range of the Wiener filter (light gray). Herein, 
the user should chose the parameter x1 and x2 as shown in Figure 6.22. Although the 
processing of one single column by the adaptive Wiener filter would be sufficient to 
determine the intensity fluctuations, the evaluation of the measured image data shows 
that a width of 100 pixel for the range of the Wiener filter (light gray) can be recom-
mended since the redundancy enables the user to detect outliers. A larger sub-range is 
lso possa

ta
 

wc (c Figu  6.17) of the filter function (6.60). Ba s a 
le
The parameter x1 and x2 must be chosen in such a way that the approximate position xn 
of an edge is situated approximately in the middle of the sub-ranges of Wiener filter and 
Canny operator.  
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Figure 6.22: Application of Wiener filter and Canny operator in an image  
grabbed by a line scan camera 
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b) Canny operator 
The implementation of the Canny operator follows the explanations presented in section 
6.4.2. Attention should be paid to the threshold parameter because edges are detected at 
positions where the gradient function g(x) of equation (6.61) is larger than the threshold. 
Figure 6.23 may illustrate this difficulty: On the one hand, spurious edges are detected if 
the threshold is chosen too small (e.g., threshold = 0.02), but on the other hand, edges 
can be omitted if the threshold is too large (e.g., threshold = 0.5). 
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Figure 6.23: Canny operator: Influence of threshold 

ages 

aid to edges neighboring in vertical (temporal) direction be-

 techniques as explained in the following sections are required for 

 are 
arked by ones in the binary image to edges which runs in vertical (temporal) direction 

(Figure 6.24). An assumption for edge tracking is that the approximate position xn of the 

The threshold can be determined automatically, e.g., if the quotient of number of edges 
and of length of line is assumed to be known (e.g. if the target structure, the focal length 
and the distance R are given). Practical investigations using line scan images showed an 
appropriate threshold in the range of 0.1 to 0.3. This threshold is valid for edges with a 
good contrast (> 10 dB, cf. section 6.4.6). 
 
The Canny operator implemented as described in section 6.4.2 produces binary im
wherein 0 means "no edge" and 1 means "edge detected". These binary images have two 
difficulties: 
1. The resolution of the position of edges is only 1 pixel 
2. If an edge is found in a line readout, the position of same edge must be found in the 

subsequent line readout in order to analyze the slight displacement of an edge. Thus, 
attention should be p
cause edges which occur in a line readout normally should reappear in the subse-
quent line readout (Figure 6.24). 

The first problem can be solved using interpolation as explained in section 6.4.5d). The 
solution of the second problem can be provided by use of a histogram as shown in 
Figure 6.25. An edge and its approximate position xn are identified if the corresponding 
counts exceed a specified threshold (e.g., 50% of the number of line readouts). More-
over, edge tracking
the proper detection of temporal displacements of edges caused by turbulence effects. 
 

c) Edge Tracking  
In the following context, edge tracking means the assignment of pixels which
m
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edge is known or determined as described above (Figure 6.25). In doing this, the use of 
thresholds and histograms is required. The histogram provides the approximate position 
xn of the edge. 
 

 
 

Figure 6.24: Ambiguous edges in bi-
nary image. The n1-axis contains the 
coarse positions of edges of one line 

readout  

Figure 6.25: Edge detection using 
threshold and histogram 

 
When the approximate position xn is given, the algorithm seeks each row n2 of the bi-
nary image whereby the appropriate coarse positions of the edge xedge are the positions 
of ones xOnes, n2

 located at the closest to the approximate position xn of the edge: 
 
 ( ){ }2

,,, 222
min nnOnesnOnesnedge xxxx −=  n2 = 1 ... NL

(6.74) 

with xedge, n2
 Coarse position of the edge located in the row n2 corresponding 

to the approximate position xn of the edge 
 

 xOnes, n2
 Position of an edged marked by "1" in the row n2 of the binary 

image generated by the Canny operator 
 

 NL Number of rows (Number of line readouts)  
 
This algorithm works satisfactorily under the condition that no gaps occur in the edge of 
the binary image. However, if a gap occurs as shown in Figure 6.26, the assignment can 
be deteriorated since confusions with neighboring edges may arise. In this case, outliers 
emerge by including a pixel from the neighboring edge as depicted in Figure 6.26. 
 
In order to avoid this wrong assignment, a morphological operator should be applied to 
the binary image which is provided by the Canny operator. Hereby, it can be recom-
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mended to use the so-called "bridge"-operator which can be implemented efficiently 
and, therefore, is described in the following. 
 

 without appli-
l operator 

Wrong assignment Data from Canny operator
cation of morphologica

 
Binary image  

 
Resulting edge 

  

Figure 6.26: Wrong assignment caused by gaps in edge of the binary image 

 
llow-

0 0 0 0 
0 1 0 0 

0 0 
0 1 0 0 
0 1 0 0 

The "bridge"-operator bridges previously unconnected pixels as presented in the fo
ing example: 
 

0 1 1 0 
0 1 0 0 becomes 

0 1 1 0 
0 1 

 
Using this morphological operator, the quality of assignment can be improved consid-
erably as shown in Figure 6.27. 
 

Data after application of  
morphological operator 

Correct assignment 

  
Binary image  

  
Resulting edge 

  

Figure 6.27: Improved assignment after application of morphological operator 

 
The application of the morphological operator is followed by the application of equation 
(6.74), thus, the position of the relevant edges are known for each line readout (i.e., row 
in the raw image). However, the resolution of the position is still only one pixel. In or-
der to increase the resolution, interpolation methods are required as introduced in the 
following section. 
 

xn xn
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d) Interpolation 
Interpolation methods enable the detection of edges with sub-pixel accuracy. In doing 
so, the gradient function g(x) according to (6.61) is calculated in the region of the coarse 
position xedge. Within a range of 5 pixel, a polynomial approximation can be estimated 
by use of the least squares method. Thus, the gradient function can be approximated by 
 
 (6.75) 

with a0, a1, a2 Estimated parameters of the regression  
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Figure 6.28: Sub-pixel interpolation using polynomial approximation 

Determining the maximum of the function of (6.75), the interpolated position xintp of the 
edge becomes: 
 
 

2

1

2a
axintp −=  (6.76) 

 
This procedu w us-
ing least squares esti
 

e) 
As , outliers may affect the resulting xintp. In order 
to cts of outliers, robust estimation methods are 
required. In the application discussed in section d), the m le and 
eas thod. Henc polated 
po lated and, then, th  interpolated 
po ined. If the amount of the deviation exceeds a 
spe rpolated position xintp is an outlier and, there-
for  field measurements shows that the percentage 
of nder normal conditions. 
 

f)  
On sults, the variance σx

2 of the edge positions is 
giv

re yields the position of the edge with sub-pixel accuracy for each ro
mation.  

Outlier detection 
 a property of least squares estimation
eliminate or at least to reduce the effe

ily applicable as robust estimation me
sitions x

edian estimator is suitab
e, the median of all the inter

e deviation of theintp of the same edge are calcu
sitions and the median must be determ
cified threshold, the corresponding inte
e, must be eliminated. The results from
outliers is in the range of 0.1% to 1% u

Calculation of standard deviation
ce the outliers are removed from the re
en by 
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with intpx  Average of the interpolated edge positions  

-
f 

to 
r-

ure 6.21. 
 

6.4.6 Accuracy of edge detection 
The edge detection demands high accuracy as is shown in the following numerical ex-
ample: For R = 75 m, a = 65 mm, λ = 550 nm, and Cn

2 = 0.5 ⋅10-12 m-2/3, the angle-of-
arrival fluctuation is σα

2 = 1.05⋅10-10 rad2. Assuming a focal length f = 300 mm and a 
size pe = 10-5 m of pixel elements, the fluctuation of the edges σx

2 is 0.09 pixel2. There-
fore, the required standard deviation for edge detection is σσx2 = 0.009 pixel2 if a rela-
tive standard deviation of Cn

2 must not exceed 10 %. 

 
The variance σ 2 of (6 7) is eqx .7 uivalent to the variance of (6.70) obtained by template 
matching. Both variances can be interpreted as a measure for the angle-of-arrival fluc
tuation. Since the algorithm using the Canny operator only provides the positions xintp o
the edge, the noise variance σV

2 must be determined by means of the Wiener filter 
achieve the full information necessary to determine the parameter Cn

2 and l0 for the tu
bulence model as is illustrated in Fig

Pixel x 
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The accuracy of the edge detec-
tion depends mainly on the reso-
lution of the gray value and the 
contrast. The contrast of an edge 
can be expressed by the ratio of
the l

Figure 6.29: Slope of edge as a measure of image 
contrast 

 
ength xRamp of the ramp and 

the amplitude ARamp of the edge 
as shown in Figure 6.29.  
These parameters define the 
minimal resolution dres within 
which the position of an edge 
can be solved: 

 
 

gray
Ramp

Ramp
res d

A
x

d =  

with d

[Pixel] (6.78) 

al resolution of gray value: dgray = 1 [8 bit gray value].  

ages, edges with an excellent contrast typically 
pixel/ 8-bit gray value] (14 dB). This contrast is 
e xRamp = 2 pixel and a dark-to-bright difference 

6.78) follows that the resolution of the position of 
ugh, it is important to point out that the standard 
terest but the standard deviation σσx2 of the stan-

gray Minim

 
For example, referring to measured im
have a ratio of xRamp / ARamp = 0.04 [
equivalent, e.g., for width of the edg
ARamp = 50 [8 bit gray value]. From (
an edge is limited to 0.04 pixel. Altho
deviation of a single edge is not of in
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dard deviation σx which is given by (6.77). Using the law of propagation of variances, it 
fol
 
 

lows: 

single
LN

th N

x σ
σ

=σ
2  

xσ 2  (6.79) 

wi
 
Su  24, σx  = 0.09 pixel , and assuming a standard deviation of the position 
of one edge σsingle = 0.06 pixel (see below), the standard deviation σσx2 is 0.007 pixel2 
whereby this value is smaller than the required standard deviation σσx2 = 0.009 pixel2.  
 
Hence, the application of the Canny operator and template matching as described in 
section 6.4.4 and 6.4.5 can provide results which are accurate enough for determination 
of angle-of-arrival fluctuation if the assumption σsingle = 0.06 pixel holds. In order to 
validate this accuracy, a series consisting of 24 images is evaluated by means of both 
the Canny method (section 6.4.5) and the least squares template matching (section 
6.4.4).  
 
The comparison plotted in Figure 6.30 reveals a good correlation between both methods 
(r  = 0.98). The standard deviation obtained by this comparison amounts to 

L Number of readouts (number of edges)  

pposing NL = 2 2

corr

singleσ̂ = 0.05 pixel which is in the order of the assumed value of σsingle = 0.06 pixel. 
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Figure 6.30: Positions of an edge in a se
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ries of 24 images. The arrows indicate the  
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6.4
Ed ine the angl an be 
pe s in principle. Basically, the presence of 
str eriorate the accuracy of the edge detection as 

single = 0

.7 Conclusions  
ge detection which is necessary to determ
rformed by using various edge operator
ong angle-of-arrival fluctuations can det

e-of-arrival fluctuations c
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shown in (6.79) and (6.56).  Practical investigations presented in section 6.4.3 show that 
atching provide accurate results present although 

nge of Cn
2. 

 shows that the standard deviation of one single 
ast is provided (Figure 6.30). In order to improve 

 detect the position and the standard deviation of 
. This enables to check the plausibility and repro-

st squares template matching is a semi-automated 
the coarse position of edges. But as an advantage, 

mine the noise varianc  
s simultaneously. But the application of the least 
ion 6.4.4 e vari-

ed by a more sophisticated function SV (ω2) than 
emplate matching cannot determine the intensity 

le 
ocess also more sophisticate spectral models SV, as mentioned in section 6.2.4. 

 
ly 
s 

s 
t 
d 

As shown, e.g., in Figure 6.19, the results for the intensity fluctuations obtained by least 
squares matching are equivalent to the results calculated by means of Canny operator in 
combination with the adaptive Wiener filter. For this reason, the measurements de-
scribed in the section 7 are evaluated with these two different image processing tech-
niques:  
• Least squares template matching is applied to measurements grabbed by two-

dimensional image sensors such as video-theodolites and  
• the Canny operator evaluates measurements obtained by one-dimensional image 

sensors such as line scan cameras. 

the Canny operator and least squares m
the accuracy decreases in the higher ra
 
The comparison of these two methods
edge is about 0.05 pixel if a good contr
the redundancy, it is recommended to
more than one edge in the same image
ducibility of the results. 
 
In contrast to the Canny operator, lea
technique, i.e., the user has to identify 
least squares template matching offers the option to deter
the variance of the position of edge
squares matching as discussed in sect
ance of the noise.  
 
If the intensity fluctuations are describ
S

e and

 is limited since it provides only th

V (ω2) = σV
2 as given in (6.38), the t

fluctuations. But, in contrast to the template matching, the adaptive Wiener filter is ab
to pr

The method using the Canny operator as described in 6.4.5 has the potential of ful
automated edge detection. Hereby, attention should be paid to the assignment of edge
within subsequent line readouts.  
 
If the assignment is not done correctly, outliers may occur with detrimental influence
on the quality of the results. But these difficulties can be overcome with use of robus
estimation methods and morphological operators as discussed in section 6.4.5c) an
6.4.5e).  
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7 Measurements and results 

7.1 Video theodolite 

7.1.1 Field experiment 
The following field experiment was carried out by means of the video theodolite which 
is a representative of a modern geodetic instrument. The experiment was carried out on 
3rd June 1999 in a grassy field (cf. Figure 7.1 and Figure 7.5). The agriculturally used 
area is approximately flat for the part where the measurements were performed (cf. 
Figure 7.5). Isolated houses and a slight hill in the background are the most relevant 
elevations which are about 100 to 500 meters away from the place of the experiment. 
 

 

Figure 7.1: Area of field experiment (at the corner: emitter unit of scintillometer) 

The experimental setup consists of the video theodolite Leica TM3000V and the scintil-
lometer (see also sections 5.2.3 and 5.3.1). The setup of the scintillometer is presented 
schematically in Figure 7.2. Hereby, the portable computer stores the data of the scintil-
lometer which are averaged using an integration time of 1 minute. 
 

Power
supply

Portable
Computer

Emitter Receiver2 Laser beams
(  = 670 nm)λ

86 m  

Figure 7.2: Scintillometer 
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The lines of vision of both instruments are 
of 86 m (Figure 7.3). 
 

parallel and run horizontally over a distance 

 

 

 

F asurements of scintillome-
o theodolite (right) 

 Figure 7.4: Levelling 
staff 

igure 7.3: Parallel me
ter (left) and vide

 

 

 
Figure 7.5: Map and profile of the field experiment of 3 June 1999.  

Hereby, the footprint model of section 3.5 is applied 
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The video theodolite situated next to the scintillometer (Figure 7.3) aims at two vertical 
coded levelling staffs (Figure 7.4) positioned at 86 meters away.  
 
The use of two levelling staffs in-
stead of one is advantageous since 
they provide more edges which can 
be evaluated and, therefore, in-
creases the redundancy. The struc-
ture of the image data of these two 
staffs is illustrated by the image 
presented in Figure 7.6. Each meas-
urement of video theodolite consists 
of 25 im
ond. The
t intervals of about 1 to 2 minutes. 

The weather was sunny and the 
temperature was in the range from 
20 °C to 27 °C (cf. Figure 7.12) . 

Figure 7.6: Image seen by  
video theodolite 

ages grabbed within 1 sec-
 measurements are repeated 

a

 
The wind speed did not exceed 2.9 m/s (median of wind speed: 2.1 m/s). The total 
measuring period took 6 hours 30 minutes and was interrupted two times for technical 
problems. 

7.1.2 Results and conclusions 
The stru Figure 

n
 

cture constant Cn
2 and the inner scale l0 are plotted in Figure 7.7 up to 

7.10. The results of the video theodolite are combined with those of the scintillometer 
which can be regarded as a reference instrument. The image data of the video theodolite 
were processed using least squares template matching according to (6.70). The structure 
constant C 2 is calculated using (4.31). 
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Figure 7.7: Time series of structure constant Cn
2 (Place: Dietlikon / CH) 

The structure constant of refractive index as shown in Figure 7.7 tends to increase dur-
ing the first hours with a maximum at noon (13:00 h in summer-time). Although, Cn

mous changes which are caused, e.g., by small clouds covering the sun 
uring some minutes. The structure constant of refractive index determined using the 

2 is 
ubject to enors

d
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video theodolite is rather volatile whereas the run of the time series of Cn
2 obtained by 

the scintillometer is more smooth.  
 
The reason for this may
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 be the measur-
g time of the video theodolite being 1 

second only which is considerably 
e of the 

n, the correla-
on coefficient between scintillometer 

(Place: Dietlikon / CH) 

in

shorter than the measuring tim
scintillometer (1 min). 
 
The differences between the results of 
scintillometer and video theodolite are 
in the range of 0.2⋅10-12 m-2/3 (standard 
deviation) but do not reveal a system-
atic behavior. In additio
ti
and video theodolite in the time series 
of Cn

2 is relatively low and only 
amounts to rcorr = 0.57. The correlation 
plot is given in Figure 7.8.  

Figure 7.8: Correlation of Cn
2  

 
If the structure constant is calculated the inner scale l0 can be derived from (4.33) and 
(4.45) with use of the noise variance σV

2 modelled by (6.73). These results of the video 
theodolite are compared with the inner scale obtained by the scintillometer as shown in 
Figure 7.9. 
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Figure 7.9: Inner scale l0

The inner scale determ eodolite has an offset of about 1.5 mm in 
the h  offset is possibly caused by the intensive sun 
ra n decrease the sensitivity of the video theodolite 
for intensity fluctuation.  

0.83 * X + 0.053 

 (Place: Dietlikon / CH) 

ined using the video th
 period from 13:30 h to 15:00. T

diation during this period which ca
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The correlation between the measure-
ments of the scintillometer and the ones 
f the video theodolite is plotted in 

n
f Cn

2 deteriorates also the determina-
 of l0 

Cn
2. 

oo
Figure 7.10. The correlation coefficient 
is rcorr = 0.45. Thus, the correlation of 
l0 is lower than the one of Cn

2. This is 
an expected result since the algorithms 
used for determination of l0  depends 
lso on Ca

o
a
o

2. This means the deviations 

tion of l0. Thus, the determination 
 more demanding than the one of 

tion of l
isis
The inner scale l0 determined using the 
video theodolite has a standard devia-
tion of about 1.3 mm whereby the stan-
dard deviation is calculated using the 
differences between the measurements 

f video theodolite and scintillometer.  
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Figure 7.10. The correlation coefficient 
is rcorr = 0.45. Thus, the correlation of 
l0 is lower than the one of Cn

2. This is 
an expected result since the algorithms 
used for determination of l0  depends 
lso on C 2. This means the deviations 

0. Thus, the determination 
 more demanding than the one of 

The inner scale l0 determined using the 
video theodolite has a standard devia-
tion of about 1.3 mm whereby the stan-
dard deviation is calculated using the 
differences between the measurements 

f video theodolite and scintillometer.  

Figure 7.10: Correlation of l0  
(Place: Dietlikon / CH) 
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With respect of the interpretation of l0, 
it is useful to compare the time series 
of l0 with the measured wind speed and 
temperature as shown in Figure 7.11 
and Figure 7.12. In Figure 7.11, the 
orrelation between wind speed and thc

in
e 

ner scale is remarkable (rcorr = -0.50). 

ri-
ents (19 and 25 August 1999) re-

vealed a correlation (about 0.84 to 
0.95) which is even better than the cor-
relation in the experiment of 3 June 
1999. This relation between wind speed  

Figure 7.11: Correlation between  
inner scale l0 and wind 

Generally speaking, an increase of the 
wind speed leads to a decrease of the 
inner scale and vice versa. This rela-
tionship is also confirmed in section 
7.2.2 when the results of the line scan 
camera are discussed. Those expe
m

and inner scale can be used to derive the inner scale such as investigated in [DEUSSEN, 
2000]. 
 
The temperature gradients presented in Figure 7.12 are derived from the measured Cn

2 
and l0 using Monin-Obukhov similarity and the algorithm explained in section 3.4. 
Hereby, the profile function (3.56) of HÖGSTRÖM [1988] is applied. Hereby, the aver-
aged difference between the temperature gradients derived from the scintillometer 
measurements and the ones of the video theodolite is -0.03 K/m. This means that the 
refractive angle calculated from the measurements of the video theodolite is about 
0.07 mgon smaller than the corresponding refractive angle based on scintillometer 
measurements. Because no temperature gradient measurement system was available on 
3 June, these gradients cannot be verified using temperature differences.  

85 

exp(-0.135 * X + 1.534) 

0.58 * X + 2.
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Figure 7.12: Comparison of temperature gradients with other meteorological quantities 
(Temperature gradient calculated using the dimensionless profile function of Högström) 

 
Finally, the relation between Cn

2 and the mean intensity of the measurement images is 
investigated in Figure 7.13. Principally, an image sensor can also be used as "cloud me-
ter" based on the effect that arising clouds in the sky decrease the intensity of the light 
rays and, therefore, lower the gray values of the pixels.  
 
At the same time, the clouds influence also the optical turbulence which is modelled by 
Cn

2. The agreement between these two quantities is shown in Figure 7.13. 
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The practical experiment of 3rd June 99 
reveals that the relationship between 
mean intensity and Cn

2 is more sophisti-
cated and should be modelled using addi-
tional parameters, for example the sunset 

po-
y 

ons are neces-
ry to model the "cloud meter" capabili-

he Figure 7.13: Correlation of l0  
(Place: Dietlikon / CH) 

which is a function of time and the ex
sure of the target (shadows caused b
obstacles, etc.). 
 
Hence, further investigati
sa
ties of the video theodolite and its t
relation to atmospheric turbulence 
 
This experiment using the video theodol
instruments with CCD sensors can prov
C

ite shows that commercially available geodetic 
ide information about the structure parameters 

 l0 of atmospheric turbulence. However, the accuracy is not good enough to de-
rmine the refraction angle reliably (cf. section 7.5). 

 
 

.2 Line scan camera 

y of atmospheric and hydrologi-

n
2 and

te

7

7.2.1 Field experiment 

a) Location 
The field experiments using the line scan camera (type: BASLER L120, cf. section 
5.2.4) took place on 19 and 26 August 1999 at two different places in Claro (Switzer-
land). The experiments were embedded in the Mesoscale Alpine Program (MAP) which 
is an international research initiative devoted to the stud
cal processes over mountainous terrain. The areas of both experiments were flat grass 
fields as shown in Figure 7.14 and Figure 7.15. As depicted in the maps of Figure 7.16 
and Figure 7.17 the measuring places are both surrounded by grass fields, wood and 
corn fields.  
 

 

Figure 7.14: Area of first field experiment in Claro, 19 August 1999 
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Figure 7.15: Area of second field experiment in Claro, 25 August 1999 

 

Figure 7.16: Map and profile for the field experiment of 19 August 1999 

imilar to Figure 7.5 and Figure 7.17, the gray area of Figure 7.16 indicates the foot-
print of the measurements, i.e., the area which is assumed to be mainly responsible for 
the amount of the measured values (section 3.5). 

S
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Figure 7.17: Map and profile for the field experiment of 25 August 1999 

In general, the wind was rather calm on both measuring days. On 19 August 1999, the 
 of wind speed: 0.38 m/s). On 25 August, the 

dian of wind speed: 0.35 m/s).  

 where the wind speed is compared with the 
d as summer days with temperatures up to 27 

 25 August, respectively (Figure 7.35 and 

cated in a broad valley (about 5 km), the di-
ind does not change considerably. As shown in Figure 7.16 and Figure 7.17, 

e predominant wind direction was approximately perpendicular to the line of vision of 

lite, also the following field experiments are 
tillometer and the investigated imaging sen-

camera. Figure 7.19 illustrates the parallel measurements where 
e distance between laser beam emitter of the scintillometer and coded levelling staff 

was about 3 m. White sun shades as shown in Figure 7.14 to Figure 7.18 were installed 

wind speed did not exceed 1.9 m/s (median
maximum of wind speed was 1.5 m/s (me
 
The wind speed is displayed in Figure 7.31
inner scale. Both days can be characterize
degrees on 19 August and 30 degrees on
Figure 7.37).  
 
Since the areas of both experiments are lo
rection of w
th
the measuring systems. 
 

b) Measuring systems 
Like the experiment using the video theodo
based on  parallel measurements of the scin
sor, i.e., the line scan 
th
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in order to minimize the temperature influences on the instruments and to protect the 
electronic devices. 
 
In addition to the experiments of the video theodolite, the following field experiments 
lso include temperature gradient measurements by means of the sensor system de-

scribed in section 5.3.2 where the mast of the temperature sensors is positioned between 
the line scan sensor and the target (section 7.3). 
 

a

 

 
 Figure 7.18: Line scan sensor pointing to the 

target 

Figure 7.19: Levelling staff (left) 
and laser emitter of scintillometer 

(right) 

 

 

 

  Figure 7.20: Image grabbed by line scan 
sensor (vertical stripes = code elements of 

levelling staff) 

 
The measuring process of the line scan camera takes about 9 seconds. Hereby, 333 line 
readouts per second are grabbed by the line scan camera. The lines readouts are com-
piled to images containing 3000 lines per one measurement. For illustration, a section of 
such an image is given in Figure 7.20. Hereby, the vertical white stripes represen the 
horizontal white code elements of the levelling staff (cf. section 6.2.1). 
 

t 
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7.2.2 Results and conclusions 
 
In order to calculate the structure constant Cn

2, the edge positions of the one-
dimensional code patterns are calculated using the Canny operator as an appropriate 
edge detection operator (section 6.4.5). Hence, Cn

2 follows from the angle-of-arrival 
fluctuations as modelled by (4.31) whereby the standard deviations of the edge positions 
(6.77) is a measure for the angle-of-arrival fluctuations. 
 
Besides the edge positions, the intensity fluctuations must be derived from the image 
data since they are a required quantity for the determination of the inner scale l0. In do-
ing so, the variance σV

2 (cf. 6.35) is determined using the adaptive Wiener filter as 
given by (6.48). This variance is a measure for the intensity fluctuations which can be 
used to estimate the inner scale l0 by (4.33) and (4.45). The results of Cn

2 and l0 are plot-
ted in Figure 7.21 up to Figure 7.28.  
 

) Measurements of 19 August 1999 

meter). 

a
The first field experiment in Claro (CH) took about five hours and provided time series 
of the structure parameter Cn

2 and l0 which are discussed in the following. Figure 7.21 
shows the results of the structure constant of refractive index Cn

2 (upper line: line scan 
camera; higher line: scintillo
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The time series of C
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The structure constant remained on a 
re
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latively low level until the end of the 

rr = 0.97 (Figure 7.22).  
lthough, one should remember the a 

small range in hich the stru ure con-
stant Cn

2 has varied since 12:00 h. From 
this time, the measurements lacked of 
adequate information for comparison 
because the structure constant Cn

2 was 
always on a similar level, thus, the sensi-
tivity and measuring range of the instru-
ments cannot be described very well.  
 

Figure 7.22: Correlation of structure con-
stant Cn

2 (Place: Claro / CH) 

measurements. The results derived from 
the line scan sensor reveal a good agree-
ment with the results obtained by the 
scintillometer, whereby the correlation 
coefficient is rco

0.93 * X + 0.0039 

A
w ct

 
The standard deviation of Cn

2 can be estimated by means of the differences between 
scintillometer and line scan camera and yields about 0.05⋅10-12 m-2/3. Thus, the accuracy 
of the line scan camera is about 4 times better than the one of the video theodolite.  
 
The following diagrams (Figure 7.23 and Figure 7.24)  show the inner scale l  which 
wa  th  st
 

0
s determined together with e ructure constant during the same experiment. 
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Figure 7.23: Inner scale l0 (Place: Claro / CH) 

 
As in the case of the video theodolite, the inner scale l0 is related to the wind speed. 
High values of l0 can be found in time periods where the wind velocity was relatively 
low. For example, the wind speed was only about 0.5 m/s in the period from 9:00 h to 
11:00 h wherein the values of l0 reach local maxima of about 9 mm, see Figure 7.31.  
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The correlation of the inner scale ob-
tained by the scintillometer and the 
line scan camera amounts rcorr = 0.95. 
The scattering plot of Figure 7.24 il-
lustrates this correlation.  
 
The accuracy of the determination of 
the inner scale is about 0.5 mm (stan-
dard deviation) which is significantly 
better than the results of the video 
theodolite (standard deviation: 1.3 
mm).  
 

Figure 7.24: Correlation of inner scale l0 
(Place: Claro / CH) 

 

b) Measurements of 25 August 1999 

achieved by use of the lometer. The measure-
ments were located on an other field in Claro as described in section 7.2.1 (Figure 7.15 
and Figure 7.17). Although the experiment took place on a different test area, the length 
of the line of sight was again about 74 m and the environmental conditions (grass, to-
pography) were very similar to the ones of 19 August.  
 
The measured time series of the structure constant Cn

2 are given in Figure 7.25 and 
Figure 7.26. From the beginning at 8:30 h the structure constant increased since the sun 
heating produced increasing fluxes of sensible heat. At about 11:30, a maximum of Cn

2 
had been reached. Cn

2 remained on this level until, at 13:30 h, clouds covered the sun 
for about 10 minutes leading to a sudden fall of Cn

2.  
 

The field experiment of 25 August again investigated the agreement of the results 
line scan camera with those of the scintil
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Figure 7.25: Structure constant Cn
2 (Place: Claro / CH) 

0.996 * X + 0.039 
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In comparison to the experiment of 19 August, the structure constant was higher during 
the afternoon of 25 August. This is understandable since the sky was cloudless for most 
part on 25 August and therefore, the sun radiation and sensible heat fluxes were 
stronger. These circumstances are also manifest by a higher maximum of temperature 
on 25 August. 
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The results obtained by the line scan 
camera again revealed a good agree-
ment with the reference represented by 

0.997 * X - 0.0385 

the results of the scintillometer and the 
correlation coefficient is rcorr = 0.91 
(Figure 7.26). Based on this experi-
ment, the estimated accuracy (standard 
deviation) of the structure constant Cn

2 
is 0.06⋅10-12 m-2/3. This means the accu-
racy and correlation coefficient of the 
experiment of 25 August are margin-
ally worse than the one of 19 August 
but the accuracy of the line scan cam-
era is still better than the one of the 
video theodolite. Figure 7.26: Correlation of structure con-

stant Cn
2 (Place: Claro / CH) 

The inner scale l0 measured in the field experiment of 25 August is displayed in Figure 
7.27.  
 

8 10 12 14 16
Time

610

4

2

4

6

8

8

10Line scan
camera

[mm]

Scintillometer 
[mm]

Inner Scale l0

1999-08-25  

Figure 7.27: Inner scale l0 (Place: Claro / CH) 

At the beginning, the inner scale l0 had reached the maximal level and decreased 
whereby short-time fluctuations of l0 occurred in the order of magnitude of about 0.5 to 
1 mm. The inner scale decreases down to a level of about 4.5 mm which is slightly 
higher than the values of 19 August. This seems plausible since the wind speed of 25 
August was modestly smaller than on 19 August (0.3 m/s about 13:30 h on 25 August) 
which results in a larger size of small eddies and, therefore, in a larger inner scale. This 
relation is discussed below in Figure 7.31. 
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Figure 7.28 compares the inner scale l0 measured using the scintillometer with l0 de-
rived from the image data of the line scan sensor. Also this correlation coefficient is 
quite good and amounts to rcorr = 0.89 which is insignificantly lower than the corre-
sponding correlation coefficient of 19 August.  
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The accuracy of the inner scale, derived 
from the differences between scintillo-

eter and line scan camera, is estimated 
to 0.6 mm (standard deviation). This 
means both experiments revealed ap-
proximately the same accuracy of the 
inner scale obtained by line scan camera. 
The influence of the standard deviation 
on the refraction angle is presented in 
section 7.5 
 
As mentioned above, the wind speed can 
be assumed to influence the inner scale l0 
significan influence is inves
gated em
Figure 7
empirical fu

Figure 7.28: Correlation of inner scale l0 

m

tly. This ti-
pirically using the plots of 

.29 to Figure 7.31 where the 
nctions are fitted using a 

(Place: Claro / CH) 

logarithmic approach. 
 
Although the measurements of the inner scale are subject to minor deviations and the 
measurements of the wind speed are limited in spatial resolution, the correlation of the 

ind speed with the inner scale is rather high and amounts to rcorr = 0.95 (19 August w
1999) and rcorr = 0.84 (25 August 1999). 
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Figure 7.29: Wind speed and inner scale (Place: Claro / CH; 19 August 1999) 
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Figure 7.30: Wind speed and inner scale (Place: Claro / CH; 25 August 1999) 
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Figure 7.31: Correlation of wind speed and inner scale l0 (Place: Claro / CH) 

 
Similar to section 7.1.2, the relation between structure constant Cn

2 and the mean inten-
sity of the measurement image can be investigated. This relation is based on  the as-
sumption that the mean intensity of the pixels of the line scan sensor coincidences with 
the structure constant Cn

2 .  
 
As an example, the time series of the experiment of 25 August are displayed in Figure 
7.32. The correlation is rather poor (rcorr = 0.31) but the trend functions reveal a slight 
relationship between Cn

2 and the mean intensity. 
 

exp(−0.333 * X + 1.785)
exp(−0.317 * X + 1.752) 
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Obviously, the relationship between 
Cn

2 and the mean intensity is sig-
nificantly different than the one de-
tected in the experiment of 3 June 
1999 (Video theodolite)
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Thus, as mentioned in 7.1.2, the 

the determination of Cn
2  if further 

nfluence of the 

 

mean intensity can only be used for 

parameter model the i
illumination such as the sunset and 
shadows over the target. Herein, ad-
ditional quantities must be measured 
to determine the (non-turbulent) part 
of the illumination and other sys-
tematic effects. 
 

Figure 7.32: Mean gray value vs. Cn
2  

(Place: Claro / CH) 

 

7.3 Temperature measurements 

s described in section 7.2.1, temperature measurements were performed during the 

igure 7.33).  

 
A
field experiments of 19 August 1999 and 25 August 1999 simultaneously with the 
measurements using scintillometer and line scan camera. The temperature sensors were 

ounted on a mast with the geometrical dimensions as described in section 5.3.2 m
(F
 

 

Figure 7.33: Mast of tem-
perature sensors 

Figure 7.34: Mast in relation to the experimental 
setup of line scan camera 

 
During the experiment of 19 August 1999, the mast was positioned close to the line of 

ght. The mast was placed somewhat eccentrically owing to further field experiments 
taking place at the same time [TROLLER 2000]. On 25 August 1999, the mast was 
about 6 meters away from the line of sight and situated fairly in the middle of the dis-

si
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tance between instruments and target (Figure 7.34). In both cases, a position of the tem-
perature gradient measuring system was chosen which can be assumed to be representa-
tive for the temperature field as far as possible.  
 
The measured temperature gradients as plotted in Figure 7.35 up to Figure 7.38 are de-
termined between the heights of 1.25 m and 2.43 m above ground since this range is 
also the height in which the line of vision runs above the ground. For comparison, the 
temperature gradients are calculated using the parameters of optical turbulence (Cn

2 and 
l0) derived from the image data of the line scan camera using .  
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Figure 7.35: Measured temperature gradient vs. modelled gradients (Model: Högström) 
(first experiment in Claro, 19 Aug 1999) 
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Figure 7.36: Measured temperature g t vs. m  gradie

In order to dete hov similarity, 
the calculation (3.57), (3.58), 
(3.59), (3.61), (3.64), (3.65), (3.66), (4.1) and the profile function (3.56) of HÖG-

0.25

0.685 * X - 0.0587 0.571 * X - 0.0751

5 * X - 0.123 

radien odelled nts  

rmine the temperature gradient modelled by Monin-Obuk
 follows the algorithm explained in section 3.4 using 

STRÖM [1988]. In doing so, the obtained results are displayed in Figure 7.35. and 
Figure 7.36 for the experiment of 19 August 1999.  
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The standard deviation of the temperature gradient (based on the differences between 
line scan camera and mast) is 0.05 K/m. 
 
The correlation coefficient between the measured temperature gradients and the mod-
elled results (Monin-Obukhov similarity) amounts to rcorr = 0.74. As shown in Figure 
7.36, the use of other profile functions does not significantly improve the correlation as 

own by the application of the profile function (3.55) of BRUNNER [1979]. The pro-

ans the agree-
ent is worse then the results obtained with use of ζ.  

 
In an analog nner, the following plots (Figur .37 a 8) e 
modelled temperature gradients obtained by im ing with the tem re gra-
di ts easu  by the m ing rim  25 Au 9 in C
 

sh
file functions (3.56) of HÖGSTRÖM and BRUNNER utilize the dimensionless quantity 
ζ defined by (3.50) as presented in section 3.4. Moreover, the refinement of the Monin-
Obukhov theory using the flux-Richardson number Rf (section 3.6) is investigated too, 
whereby the modified dimensionless ratio ζ′ is defined by (3.67). The results obtained 
by means of (3.67) and (3.56) are plotted in Figure 7.36. With respect to the measured 
temperature gradients, the correlation coefficient between the flux-Richardson-modelled 
temperature gradients and the measurements is only rcorr = 0.47, this me
m

ous ma e 7 nd Figure 7.3  compare th
age process peratu

en  m red ast dur  the expe ent of gust 199 laro.  
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Figure 7.37: Measured temperature gradient  
vs. modelled gradient (Model: Högström; second experiment in Claro) 

ed temperature gradients were subject to considerable fluctua-

 

Obviously, the measur
tions (up to 0.2 K/m during 5 minutes) on 25 August 1999. The standard deviation cal-
culated using the differences is 0.10 K/m which is considerably worse than the results 
obtained on 19 August 1999. In general, the deviations seem to be randomly distributed 
as shown in the scatter plots of Figure 7.38. But the deviations are especially large (up 
to 0.3 K/m) in the first hour of the measuring time (8:30 h to 9:30 h).  
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Possibly, the transition from stable (dT/dz > ≈ 0) to unstable (dT/dz <≈ 0) stratification 
can cause these deviations, since different profile functions must be applied for each 

pe of stratification (cf., e.g., (3.56)) and, therefore, uncertainties of the current stratifi-

ng the Richardson number yields bet-
r results based on the measurements of 25 August 1999 than on the ones of 19 August 

his 
odel does not yield the same quality such as the models of HÖGSTRÖM and BRUN-

ty
cation can cause significant deviations.  
 
In Figure 7.38, when using the models of HÖGSTRÖM and BRUNNER (rcorr = 0.70), 
the correlation coefficients of the scatter plots are slightly lower than the ones of 19 
August 1999, but the difference seems not be very significant. Thus, these models can 
still be applied. It is remarkable that the model usi
te
1999. This can be interpreted as follows: On 19 Aug, the deviations of the temperature 
profile from the adiabatic case are lower than on 25 Aug, therefore, the contradictions of 
the Monin-Obukhov similarity using the Obukhov length do not cause difficulties since 
the deviations can be neglected. On 25 Aug, the temperatures are higher and the buoy-
ancy is stronger and re-enforces the turbulence caused by friction production. In this 
case, the application of the Richardson flux number is more justified, although t
m
NER.  
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Figure 7.38: Measured temperature gradient and its moving average  

The
le  

bet
 
Un
Figure 7.37 (08:30 h to 09:30 h), the standard deviation of the temperature gradient is 

stan
am
 
In respect of the estimation of accuracy as presented above, it should be pointed out that 
the temperature gradient measurement system only provides temperature gradients for a 
discrete position in the area, whereas the modelled temperature gradient is an averaged 
value which is integrally valid for the whole path of propagation. In order to validate the 

vs. modelled gradient (second experiment in Claro, continued) 

 comparison  of the results as shown in the diagrams above illustrates that the mod-
d temperature gradients are in the order of magnitudeel  of the measured temperature 

gradients, principally. Nevertheless, depending on the time, considerable deviations 
ween the measured and the modelled gradients may occur.  

der adverse conditions characterized by strong fluctuations of dT/dz such as shown in 

about 0.10 K/m. If the conditions are favorable as depicted, e.g., in Figure 7.36, the 
dard deviation of the temperature gradient is about two times smaller and only 

ounts to 0.05 K/m. 
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results, the achieved accuracy of the temperature gradient will be compared with the 
ived in section 7.5. 

ations 
hich take the entire vertical temperature gradient profile into account are presented. 

accuracy of the temperature gradient as der
 

7.4 Temperature gradient profile 
 
The contemplation in section 7.3 is only valid for the vertical temperature gradients at 
the height of the instrument (about 1.5 m). In this section, the results of investig
w
Hereby, the profiles are determined using the temperatures measured by all sensors at-
tached at the mast. The temperature gradient profile was approximated by (2.31) where 
the parameters aT and bT  must be estimated. Thus, the temperature gradient profiles can 
be compared with the ones obtained by the HÖGSTRÖM model. The comparison of the 
gradients at different heights is presented in Figure 7.39.  
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egend:  Regression line (all points) Regression line (pL oints outside of ellipse) Reference line (1:1) 

. At that time, the stratification changed from stable to unstable. That 
eans the HÖGSTRÖM model can be uncertain during the time of the transition. Fur-

thermore, the measured temperatures of the mast can only be fitted properly using the 
parameters aT and bT of (2.31) if the stratification is strictly unstable.  

Figure 7.39: Temperature gradients at different heights 

The dotted line in Figure 7.39 marks the one-to-one reference line. Diagram d) shows 
that the gradients of the HÖGRSTRÖM model agree quit well with the ones obtained 
by the temperature gradient profile modelled using (2.31) except for the values in the 
ellipse (Figure 7.39d). These outliers refer to the measurements which were performed 
at about 9:00 PM
m
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Referring to the remaining diagrams, systematic deviations in the order of 0.1 to 
1.4 °C/m may occur. In order to provide more general explanations for these deviations, 

tem
[W
 

7.5

ma
esti
me ir 

calc
ang
giv
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additional measurements are recommended. Currently, further investigations about the 
perature profile are still in process at the Swiss Federal Institute of Technology 
EISS et al., 2000].  

7.5 Accuracy of temperature gradient and refraction angle 

.1 Derivation  
In the following, the accuracy of the temperature gradient and refraction angle is esti-

ted to support the interpretation of the results presented in the previous sections. To 
mate the accuracy of the temperature gradient and the refraction angle, the relevant 
asurands (temperature, pressure, distance, Cn

2 , l0, β1) denoted by the index j, the
accuracy σj (standard deviation) and their influence coefficients Pj must be given or 

ulated. Assuming stochastically independent measurands, the accuracy of refraction 
le σδ (standard deviation) follows from the law of propagation of variances and is 
en by: 

∑=σ 2 ∑δδ
j

jj
j

j P,  (7.1) σ=σ

To obtain the influence coefficients Pj for the refraction angle, the refraction angle is 
modelled by the refraction index gradient  n of (2.3) which yields: 
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Thus, the influence coefficients are given by the correspondent partial derivation: 
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R: ⎟
⎠

⎜
⎝

+−=
∂

=
dzTnR

P 0342.0
2 23  (7.5)

 
Therefore, the influence coefficients P

⎞⎛⋅δ∂ − dTp1083.781 6

j can be calculated under the condition that the 
amounts of measurands are given such as presented in the third column of Table 7.1. 
Since the amounts are assumed with use of the results obtained in the previous sections, 
the influence coefficients can be determined, principally.  
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This determination may be complicated if the temperature gradient is not given and, 
therefore, must be derived from Cn

2 and l0 by means of (3.56), (3.57), (3.58), (3.59), 
(3.61), (3.64), (3.65), (3.66), and (4.1).  
 
Referring to the conditions of the experiment of 19 August at about 11:45 PM, the gra-
dient yields dT/dz = −0.39 K/m derived Cn

2 = 0.32⋅10-12 m-2/3, R = 74 m, l0 = 4.6 mm, 
β1 = 0.86, (n−1) = 261⋅10-6, T = 25.8 °C, p = 989 hPa, and a height of instrument zi = 
1.56 m (cf. Table 7.1). A more general analysis of the accuracy considering various 
mounts of the measurands is presented Table 7.3 and, e.g., in [DEUSSEN, 2000]. 

Likewise, the calculation of the influence coefficients for the parameters of optical tur-
ated, since the refraction angle (7.2) directly depends on 

men
disc
 

Cn
2

a
 

bulence Cn
2 and l0 is complic

the temperature gradient dT/dz and, indirectly, on Cn
2 and l0 which are given. However, 

by means of the Monin-Obukhov similarity, a relation between dT/dz and Cn
2 and l0 is 

available as described in section 3.4 and, therefore, can be implemented in a software.  
 
Since the mathematical dependence of Cn

2 and l0 on the refraction angle cannot be ele-
tarily differentiated, the influence coefficients must be determined by means of the 
rete differentiation which is applied as follows: 
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Hereby, the expression 

10110 inin≈  (7.8)

δ(.) denotes the refraction angle provided by the software using 
e algorithm of section 3.4. and provided by the input parameters given in the brackets. 

 j Meas- Amount Unit Accuracy Influence Influence 

22

6
,,,,,,,,,,,, TpzRlCTpzRlCP βδ−β∆+βδδ∂

=

th
The increments of the differentiation ∆Cn

2 , ∆β1, and ∆l0 are to be chosen by the user. 
On the one hand, the increments of the discrete differentiation ∆Cn

2 , ∆β1, and ∆l0 must 
be chosen small enough to fulfill the assumption of linearization and, on the other hand, 
∆Cn

2 and ∆l0 must be large enough in order to avoid numerical problems (effacement of 
digits). In Table 7.1, the increments are chosen as 1 % of the amount. 
 

urand σj coefficient Pj σδ,j [mgon] 
 1 T 25.8 °C 1 0.0060 0.006 
 2 p 989 mbar 1 0.000902 0.001 
 3 R 74 m 0.01 0.0121 0.000 

4 Cn
2 0.32 10-12 m-2/3 0.05 1.04 0.052 

5 l0 4.6 mm 0.5 0.0601 0.030 dz
dT  

6 β1 0.86 -- 0.09  0.36 0.033 

Table 7.1: Influences on the accuracy of refraction angle 

 usually be assumed to be about β1 = 0.86 but inves-
gations such as [HILL, 1982] show that uncertainties in the value of β1 are about 10 %. 

Total standard deviation = 0.07 mgon 

The Obukhov-Corrsin constant can
ti
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Therefore, the standard deviation of 0.009 for β1 is introduced into Table 7.1 since 

he standard deviation of the refraction angle depends on the length of the propagation 

e. Thus, the 
ccuracy of the temperature gradient can be calculated using Table 7.2 from which fol-

measuring methods for the standard deviation of β1 were not available. 
 
Thus, the influences of each relevant measurand on the accuracy of refraction angle can 
be determined and are presented in the rightmost column of Table 7.1. Using (7.1), the 
total standard deviation of the refractive angle is about 0.07 mgon.  
 
T
path R as shown, e.g., in (2.23). In order to reach an accuracy analysis which is inde-
pendent of R, the analysis of the influence of T, p, Cn

2, l0 and β1 on the temperature gra-
dient is more meaningful. The influences of each relevant measurand on the temperature 
gradient can be determined in an analogous manner to the refraction angl
a
lows the total standard deviation of the temperature gradient = 0.03 K/m. 
 

 j Meas-
urand 

Amount Unit Accuracy 
σj

Influence 
coefficient Pj

Influence 
σdTdz,j [K/m] 

 1 T 25.8 °C 1 0.0029 0.003 
 2 p 989 mbar 1 0.0004 0.000 

4 Cn
2 0.32 10-12 m-2/3 0.05 0.507 0.025 

5 l0 4.6 mm 0.5  0.0293 0.015  

6 β1 0.86 -- 0.09  0.1889 0.017 

Table 7.2: Influences on the accuracy of temperature gradient 
Total standard deviation = 0.03 K/m 

 

Depending on the amount of Cn
2 and l0, the influence coefficients of Cn

2 and l0 on the 
accuracy of the temperature gradient vary as presented in Table 7.3. The figures in ital-
ics correspond to the coefficients of Table 7.2. 
 

 Inner scale l0
  4.6 mm 7.6 mm 4.6 mm 7.6 mm 

0.11 10-12m-2/3 0.945 K/m/(10-12m-2/3) 0.738 K/m/(10-12m-2/3) 0.0159 K/m/mm 0.0116 K/m/mm 

C 0.32 10

n2

-12m-2/3 0.507 K/m/(10-12m-2/3) 0.314 K/m/(10-12m-2/3) 0.0293 K/m/mm 0.0335 K/m/mm 
 

Table 7.3: Variation of Cn
2 and l0: Changes of influence coefficients Pj  for dT/dz 

marizing the influences displayed in Table 7.1 an
 
Sum d Table 7.2, it follows that the 

fraction angle and the temperature gradient are sensitive to errors in l  and C 2. But 

neg
 

7.5
As 

c of optical turbulence Cn
2, l0, and β1 whereas the influences of 

m

the

re 0 n

also the influence of the uncertainties of the Obukhov-Corrsin constant β  cannot be 
lected. 

.2 Conclusions 
illustrated in Table 7.1, the accuracy of refraction angle mainly depends an the accu-
y of the parameters 

1

ra
te perature and pressure on the accuracy of refraction angle are negligible. Under the 
assumption of a propagation distance R = 74 m (case of the field experiments in Claro) 

 accuracy of refraction angle calculated by (7.1) is about 0.07 mgon (standard devia-
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tion) and the corresponding standard deviation of the temperature gradient of σdT/dz  is  
3 K/m. 

first, the accuracy of σ

0.0
 
At 
racy tion of 

 = 0.5 mm) which has been confirmed by the field experiments. Hereby, the  standard 

eter
sys
 
But
in s iations. 

o form an opinion about the systematic deviations, it is reasonable to interpret the re-

 the 

of refraction angle of about 
δ  = 0.20 mgon and which is about 3 times higher than the standard deviation derived 

from Table 7.1 and Table 7.2, respectively. An accuracy of the refraction angle of about 
σδ  = 0.20 mgon is not accurate enough since the refraction angle is 0.72 mgon (assum-
ing the amounts of Table 7.2) and, thus, the uncertainty is about 30 %. 
 
Various reasons can be given for these differences: 
• Systematic errors are principally possible if the assumptions of the Monin-Obukhov 

similarity do not hold, e.g., if the fluxes are not stationary and the environment of 
the area of the field experiment is not homogeneous.  

• The shape of the temperature gradient profile function ϕh also systematically influ-
ences the quality of the modelled temperature gradient. The temperature gradient 
profile functions are usually obtained by previous field experiments in a semi-
empirical way. Depending on the conditions, the current temperature gradient pro-
file function ϕh is slightly different. 

• The transition from stable to unstable stratification can cause uncertainties in the 
calculation of the temperature gradients using dimensionless profile functions since 
both types of stratification have their own profile function. 

δ  = 0.07 mgon derived from Table 7.1  is based on  an accu-
 of Cn

2 and l0 (standard deviation of Cn
2 = 0.05 ⋅10-12 m-2/3 and standard devia

l0
deviations are calculated using the differences between line scan camera and scintillom-

. With respect to the accuracy of σδ  = 0.07 mgon, the accuracy of the measuring 
tem (line scan camera) seems to be sufficient.  

 it should be taken into consideration that the estimation of the accuracy as presented 
ection 7.5.1 deals with stochastic deviations only and neglects systematic dev

T
sults of the temperature gradient measurements in a more detailed matter. For example, 
it is possible that the choice of location of the mast or the texture of the footprint (sec-
tion 3.5) can cause systematic deviations of the temperature gradient measurements. 
 
As shown in Figure 7.36, the temperature gradient measurements of 19 August 1999  
(σdT/dz  =   0.05 K/m) almost achieved the standard deviation of the temperature gradient 
σdT/dz  =  0.03 K/m derived from Table 7.2. But, on the contrary, the measurements of 25 
August 1999 with σdT/dz  =   0.10 K/m (Figure 7.37 and Figure 7.38) do not confirm
standard deviation of σdT/dz  =   0.03 K/m derived from Table 7.2.  
 
In other words, the measurements of 25 August 1999 reveal a standard deviation of 
bout σdT/dz  =   0.10 K/m which corresponds to an accuracy a

σ
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8 Conclusions and outlook 

ors in applications of geodesy enables also to 
ng image processing and turbulence models. 

fractive index spec-
um (section 4.2.1). Relevant properties of the refractive index spectrum are described 

by the inner scale l0 (section 3.2.6) and the structure constant of refractive index Cn
2 

bination with appropria perature profile (sec-
on 3.4), these two structure parameters can be used to determine the temperature gra-

dient lica-

.1 Determination of 
ow n ructure constant Cn

2 can be determined if the 
e e in the grabbed images are detected and the 

varianc alculated. As shown in section 6.4.6, the accuracy 
of the s bout σsingle = 0.06 pixel in order to provide the de-

rmination of the structure constant Cn
2 with an accuracy of about 10%. This statement 

e 

to n must be investigated in respect of precision and reliability (section 6.4).  

 images for the determination of σx
2, it is es-

es correctly. This means the edge of an image structure in one 
image must be related confidentially to the correspondent edge in the subsequent image. 
If this requirement is not fulfilled, outliers may occur which considerably falsify the 
c
m

 
The increasing relevance of imaging sens

ake progress in refraction detection usim
The basis of these models are presented in section 3 and 4. It is conceivable that turbu-
lence models continuously become more and more important, such as in the design of 
air crafts and combustion engines using computers without experimental setups.  
 
In geodesy, the application of turbulence models and spectral analysis is promising to 
characterize turbulent exchange processes in the atmospheric boundary layer as shown 
by the theoretical considerations in section 3 and 4. In doing so, these exchange proc-
esses are modelled by turbulent eddies (section 3.2.1) whereby the turbulent-eddy 
model postulated by Kolmogorov (section 3.2.3) is the base of the re
tr

(section 4.1). In com
ti

te models for the tem

and, thus, to provide corrections for the refraction influence in geodetic app
2tions. In doing so, the structure parameters Cn  and l0 must be estimated during the field 

measurements, whereby the presented investigations are concentrated on the determina-
tion of Cn

2 and l0 using image sensors and image processing techniques. 
 

8 Cn2 
As sh
time-d

n i section 4.3 and 6.4, the st
ingle edgpendent positions of a s

σ 2e  x  of detected positions is c
g e d e ain l etected edge must b

te
is valid if the chosen imaging system fulfills the criteria presented in section 5.2.1 (Siz

rm 300 mm to 500 mm, and of the pixel elements ≈ 10 µm, focal length in the range fo
aperture  between 34 mm and 65 mm).  
 
In order to achieve these high demands on accuracy, the edge operators which come 

 questioin
The Canny operator and the least squares template matching are proved to be suitable 
image processing algorithms within the scope of this research work but it is still possi-
ble that other algorithms can be suitable as well.  
 

hen applying edge operators in series ofW
sential to "track" the edg

alculation of the standard deviation of the edge position and, thus, deteriorate the esti-
ation of Cn

2.  
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To avoid outliers and to increase the reliability of edge detection, the following safety 
easures can be reco

• Semi-automatic  must be
vided in each image by the user and is applied as input value for the edge operator. 

.4).  
or only detect 
eeds a prede-

fined threshold (section 6.4.5) 
Tracking of  of 
is given in each image, appropriate algorithms such as the morphological "bridge"-

st estimation: The determination of standard deviation σx
2 is based on  the es-

timation of the average 

m mmended: 
edge detection: The approximate position of the edge  pro-

For example, least squares template matching needs these values to linearize the 
gray value function using the partial differentiation of each unknowns (section 
6.4

• Fully automatic edge detection: Edge operators such as Canny operat
edges at positions where the gradient or an other related quantity exc

•  edges in subsequent images: Assuming that the coarse position edges 

operator (section 6.4.5)  ensure that edges are assigned correctly to the edges in the 
subsequent images and, therefore, fictitious edges can be detected and eliminated. 

• Robu
x of the position of an edge. In a first step, the m

e is estimated instead of the average since the me
edian of

position of an edg dian is a r
stimator. Thus, outli  in the secon

and the definitive standard deviation of the position of the edges is calculated in the 

on of the variance σx  using edge detection of several edges in the same 
image instead of a single one. 

hese measures and combinations of them lead to a reliable detection of the edge
thus, to plausible results for the structure constant of refractive index Cn

2 as demon-

.2 Inner scale 

ntensity fluctua-
on is given and the other parameters such as C 2, R, and λ are known as well. In order 

 yield to the functional model presented in section 4.4.2 which allows 
e determination of the inner scale l  under the assumption that appropriate measures 

eans of the (temporal) power spectral density. Basically, referring to the re-
active index spectrum Φ   = Φ  (κ11/3), the temporal spectrum of the intensity of the 
ixels SY (6.35) is ex ogous ma

11/3 2 2 eter of this spec-
 by neglecting the 

2
11/3-term. This approximation facilitates the estimation of the noise variance σ 2 by 
eans of image processing techniq tive Wiener filter (section 

m rovide the 

 the 
obust 

e ers which are still oblique can be detected d step 

third step. 
• Determinati 2

T s and, 

strated in the field experim
 

ents. 

8
Besides the structure constant Cn

2, the inner scale l0 must also be estimated by appropri-
ate image processing algorithms. The theoretical investigations as presented in section 
4.4 reveal that the inner scale l0 can be determined if a measure for the i
ti n
to investigate these relations, theoretical simulations are performed which are based on  
the theory of weak turbulence (section 4.5.2a). This theory is valid up to a length of 
propagation path R = 200 m or more, if the scintillation is not saturated (section 4.5.2a). 
These simulations
th 0
for the intensity fluctuations can be derived from the image data.  
 
In order to find these measures for the intensity fluctuations, the image data are ana-
lyzed by m
fr n n
p pected to depend on the spatial spectrum in an anal nner, 
i.e., SY  = SY (ω2 , σV ), whereby the variance of  noise σV  is a param
trum. Based on investigations in section 6.3.3, SY can be approximated
ω
m

V
6.3.4) ues such as the adap

and te plate matching (section 6.4.4). These image processing techniques p
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noise variance σ 2 which is assumed to determine the inner scale as described in section 

nted in section 5 (video theodolite: 46 dB, line scan camera: 75 dB). Al-
ough, the accuracy of the determination of the inner scale l can be deteriorated by 

periments 
he experiment using the video theodolite shows that the standard deviation of Cn

2 de-
rmined with use of the ⋅10-12 m-2/3 an

rd via out 1.3 mm. In order to improve the accuracy of Cn
2 and l0 

the following relevant considerations and improvements are achieved: 
 Theoretical considerations and field experiments using two-dimensional images, 

levelling 
in geodesy, is principally feasible for the determination of Cn  and l0 as well as two-
dimensional sensors. 

• The line scan sensor enables a higher uency (333 Hz and
he s th  the acquired image data are considerably smaller than 

in the case of the video theodolite and, therefore, the use of line scan sensors allows 

scintillometer shows that the results for Cn  (achieved standard devia-
on = 0.05⋅10  m-2/3) and the inner scale (achieved standard deviation = 0.5mm) are 
onsiderably 

of 0.07 mgon can be expected (based on R = 74 m and a standard deviation of d
.03 K/m, cf. Table 7.1 and Table 7.2).  

h are not acceptable (standard devia-
on of dT/dz amounts up to 0.1 K/m instead of 0.03 K/m). Therefore, improvements of 
e micrometeorological m

V
4.4.2. In doing so, the sensitivity of the image sensors must reach at least a signal-to-
noise ratio of about 9 dB (4.47) whereby this demand can be easily fulfilled using the 
sensors prese
th 0 
random deviations of the structure constant Cn

2 (4.47). This statement is confirmed by 
practical experiments where the correlation of the inner scale l0 is systematically lower 
than the one of the structure constant Cn

2. 
 
 

8.3 Field ex
T
te  two-dimensional image data is about 0.2 d the 
standa  de tion of l0  is ab

•
e.g., [TROLLER, 2000] proved that the angle-of-arrival fluctuations (section 4.3.1) 
in vertical direction are approximately equivalent to the ones in horizontal direction 
(cf. 4.23). This means the use of line scan sensors applied, e.g., for digital 

2

sampling freq  more) 
w rea e data packages of

a longer measuring time (9 seconds instead of 1 second as in the case of the video 
theodolite) . 

The extension of the measuring time in combination with a higher sampling frequency 
provides an image data sample which is assumed to be more representative for the cur-
rent turbulent regime.  
 
Therefore, the line scan camera is applied in further field experiments wherein the com-
parison with the 2

-12ti
c better. Based on these results, a standard  deviation for the refraction angle 

T/dz = 
0
 
However, this expected accuracy depends significantly on the quality of the dimen-
sionless profile functions and the validity of the Monin-Obukhov similarity which are 
used to model the temperature gradient. As the comparison of the temperature gradients 
obtained by the image processing with the measured temperature gradients reveals in 
section 7.3, major deviations still can occur whic
ti
th odels are necessary.  
 
For this reason, appropriate models are still investigated at the Swiss federal institute of 
technology [WEISS et al., 2000].  
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8.4 Disturbing influences on imaging systems 
The quality of the estimation of Cn

2 and l0 using image processing techniques can be 
affected by various disturbing influences. When using imaging systems, disturbing in-
fluences are typically caused by the improper illumination which falsifies the measured 
gray values. These influences must be treated carefully because they can deteriorate the 
estimation of intensity fluctuations, on the one hand, and weaken the accuracy of edge 

etection, on the other hand.  
 
Optical filters can be an appropriate mean to reduce disturbing intensity fluctuations 
which are caused by troublesome sources of (infrared) light. Since most of the field ex-
periments took place on grass fields emitting infrared radiation, the application of an 
optical infrared cut-off filter can be strongly recommended (section 5.2.4).  
 
Moreover, aperture averaging makes also the determination of l0 difficult. Theoretical 
simulations as illustrated in Figure 4.18 demonstrate that the relation between intensity 
fluctuations and l0 is influenced by the effective diameter de of the detector (Figure 
4.17). The results of the field experiments indicate that the assumption of de = 0 (i.e., 
point detector, section 4.5.2b) leads to the most plausible results, especially for the line 
scan camera. With regard to further research work, it is possible that the aperture aver-
aging must be modelled using (4.51) an other diameter de when applying other imaging 
systems.  
 

8.5 Outlook 
The investigated image processing techniques in combination with the imaging sensors 
are suitable to derive the parameters of optical turbulence Cn

2 and l0. When designing a 
system for commercial use, attention should be paid to the following aspects: 
 
• The influence on the measuring range (maximal distance, measuring range of Cn

2 
and l0) should be investigated in more detail. 

 
• Further investigations about the measuring time are also recommended. The measur-

ing time in the field experiments of the line scan camera was about 9 seconds. A 
shortening of the measuring time may be possible, but the risk increases that the re-
fractive index spectrum cannot be measured correctly because a shortage of measur-
ing time lowers the quality of the spectral analysis. 

 
• The derivation of temperature gradients from Cn

2 and l0 presumes the stratification 
of the atmospheric boundary layer (stable, unstable) to be given. In the normal case, 
the stratification of the atmospheric boundary layer is unstable during day-time but 
deviations from this assumption produce systematic errors on the estimation of the 
temperature gradient. For this reason, a device for geodetic instruments should be 
developed which determines the stratification of the atmospheric boundary layer 
easily and reliably. 

 
• Considerable importance must be attached to the dimensionless profile functions 

and to the turbulence model in general which are the base of the determination of 
the temperature gradient and refraction angle. 

d
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• As shown, e.g., in Figure 7.31, the wind speed measurements are highly correlated 
 confirm the investigations which have already 

been made in [DEUSSEN, 2000]. Therefore, the use of wind speed measurements 
for estimation of atmospheric turbulence and temperature gradients can be recom-

ourse, this would require additional measuring instruments.  

Correlatio the structure constant Cn
2 and mean gray value of an image 

section se t. But the estimation of the structure constant Cn
2 by use of the 

 valu nly possible if other parameters such as sunset 
nd shado uded into the model. Moreover, addi-

tional calibration procedures for the CCD sensors are required to control the rela-
tionship b  pixel.  

present, th spheric boundary layer 
rucial and mmended. In doing so, the installa-

n of a calib is known exactly could be use-
 for long- ments which reveal more information about the temporal 
riation of th ction angle in comparison to the refraction angle derived 
m the struc he dimensionless profile 
ctions and tail because they are 
 valid with s such as tunnel measurements. 

der the ass ill refine the turbulence models, the 
surement f image processing techniques will 

come notic ations. 

with the inner scale l0. These results

mended but, of c
 
• ns between 

em to exis
mean e of the pixel intensities is o
a ws lying over the target are also incl

etween the solar radiation and the gray values of the
 
At e accuracy and reliability of the model of the atmo
is c  further investigations are strongly reco
tio ration line for which the height difference 
ful term measure
va e observed refra
fro ture parameters Cn

2 and l0. Moreover, in future, t
fun  turbulence model should be investigated in more de
not  respect to special geodetic application
 
Un umption that further investigations w
mea of optical turbulence with the use o
be eably more important in geodetic applic
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Appendix

ulenc heory 
e perturbat t flow have a transient chaotic behavior and therefore 

t descri ry of fractals expresses that turbulence 
scaling p enological) theory, there is a 
rsal fun racterizes this extremely convoluted organization of turbu-

nce. In other words, fractal theory shows that turbulent flows can be equated to self-
ilar structu tals. Fractals are self-similar on all scales and, thus, can be 

at e concept of self-similar relation of fractals is illustrated in 
ure A.1: T tly the same structure at all scales, 

t least, t cales 

 A: Fractals 
 
Turb e and fractal t
 
Th ions of the turbulen
canno bed in a deterministic way. The theo
is a henomenon. In the context of this (phenom
unive ction that cha
le
sim res such as frac
modelled m hematically. Th
Fig urbulent flows need not exhibit exac
but, a he same "type" of structures must appear on all s
 

 
 

Figure A.1: Example of a fractal: Caesàro-Curve, e.g. [HERRMANN, 1994] 

e self-sim e on any scale and, therefore, 
same  be expressed mathematically 

, e.g. [GRO

nFD , (A.1) 

DF 
Λ 
dF 
nF 

 

uation (A.1) allows the building of fractal structures using the following procedure: 
An appropriate structure function sen.  
An approp  be used as scale factor Λ.  
The fracta ale factor and the structure func-
tion.  

e algorithm isplays self-
ilarity. He l tool to describe turbulence. To 

ustrate thes are applied to the calculation of 
aesàro fr

Si
s the 
nc ilarity means that an object looks the sam

cale, too. This relation canha
y

structure on any s
b SSMANN, 1990]: 
 
 

F

F
nFD ,1 Λ=+   

F

d

with Fractal structure function 
Scale factor 
Fractal dimension 
Index of recursion 

 
Eq
1. DF must be cho
2. riate measure must be selected in order to

n be derived from the sc3. l dimension dF ca

 
Th

m
s of fractal theory produce an object or quantity which d

si
l

nce, fractals are suitable as a mathematica
ntioned above il

the C
e procedures, the steps me
actal shown in Figure A.1. 
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Figure A.2: E and 5 iterations 

irst ste -
ructure f The base angle αF is given by 

xample of a Fractal (Caesàro curve): Structure function 

 
 the fIn
 st

p, the structure function DF of
re A.2. 

 the Caesàro curve is defined by the triangu
lar unction shown in Figu
 
 

F

F
F

x
=  

r
αcos  (A.2) 

nown since it can be derived from Figure A.2 of the structure func-
on.  

e second step, an appropriate scale factor can be selected as follows: 

 
The base angle is k
ti
 
In th
 
 

Fr
1

=Λ   (A.3) 
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Since the stru F is applied to a line of the length 1 (standardization), it 

+Fx  (A.4) 

cture function D
follows 
 
 12 =Fr  2
and ( )Fα+=Λ cos1 .  2 (A.5) 

he third s o be calculated as defined by MANDEL-
[1977]

 
In t tep, the fractal dimension has t
BROT : 
 
 

( )F

Number of lines of which the fracta

FF MM
=

)ln()ln(  Fd
α

=
s

(A.6) 

h MF l consists (Caesàro curve: MF  = 4) 
 

he parame g recur-
s which a the self-
ilarity pro (A.9). 

 shown in tion 5 have 
 same shap ore details. Thus, fractal theory pro-
es efficien ed structures as, e.g., turbulence effects, in a 
istic mann

ere is a di een turbulence and fractals. GROSSMANN [1990] 
wed that t okes equation generates a fractal structure DF which can be 
igned to th f the velocity field u defined by the Navier-Stokes 
ation.  

D =  (A.7) 

rein, the st

+Λ co12)ln(

wit

 
If t ters DF, Λ and dF of (A.1) are known, the fractal can be built usin

re given by (A.1). These parameters are also used to describe sion
sim perty of structure functions as introduced below in 
 
As Figure A.2, the curve of iteration nF = 1 and the curve of itera
the e but the fractal with nF = 5 shows m
vid t tools to model complicat
real er. 
 
Th rect relationship betw
sho he Navier-St
ass e structure function o
equ
 
 )(ruD  F

He ructure function of the velocity field Du(r) is defined by 
 
 ( ) 2  [m)() xrx uu −+=(rDu

2/s2] (A.8) 

r t flow 

 structure of the velocities of two points in 
parat ts indicate an ensem-

verage. 

e structure at the velocity field is locally ho-
ogenous, i.e ds on the displacement vector. More-

r, if the ve y isotropic, the structure function only depends on the 
gnitude of 

with Displacement vector between two points of the turbulen
 
The  function describes the time variation 
space se ed by a displacement vector r where the angle bracke
ble a
 
Th  function as defined in (A.8) implies th
m ., the structure function only depen
ove locity field is locall
ma the displacement vector r.  
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From (A.7) follows that self-similarity is a property of the structure function and can be 

with 
Fractal dimension 

structure function can be applie

 

expressed by: 
 
 )()( rDrD FdΛ=Λ   (A.9) 

Λ Scale factor  
dF 

 
The index u has been omitted in (A.9) because this relation is valid for all quantities the 

d to. For example, in the case of optical turbulence as 
investigated in section 4, the structure function of refractive index is given by  
 

( ) 2)()(rD = xnrxn −+   (A.10) 

nomen tor must 

lence, t
describ nce. The definition and application of the dissipation rate ε 

MANN
 

Besides the dissipation rate and the structure function given by (A.8), the fractal dimen-

the relation between the scale factor, structure function, and fractal dimension. Using 

can be 
 

 
This m e inertial subrange (L0 > r > l0), the turbulent velocity field is (sta-

lent flo
ured in

allows perature gradient profile. 

n

with n Refractive index. 
 
As the example of the Caesàro curve showed, fractals can calculate complicated phe-

a of nature based on structure functions and scale factors. The scale fac
be selected with regard to the phenomena of nature. In the case of atmospheric turbu-

he dissipation rate of turbulent kinetic energy ε can be used as scale factor Λ to 
e atmospheric turbule

of turbulent kinetic energy is explained in detail in section 3.2. The use of the dissipa-
tion rate as scale factor can be derived from the Navier-Stokes equation, too [GROSS-

, 1990]:  

 ε=Λ   (A.11) 

 

sion dF still remains unknown and must be determined whereby the equation (A.9) gives 

dimensional analysis as shown in section 3.2, the fractal dimension of turbulence is dF = 
2/3. At this point, all parameters of (A.9) are given and, therefore, the structure function 

modelled using self-similarity as follows: 

 ( ) )(3/2 rDrD uu ε=ε  for L0 > r > l0 (A.12) 

eans that, in th
tistically) self-similar. If the scale factor (dissipation rate ε) changes and the velocity 
differences Du are scaled, the resulting velocity field is the same. Therefore, the turbu-

w is scale-invariant in the inertial subrange. By means of experiments, the meas-
ner scale l0 determines the dissipation rate using (3.61), i.e., the scale factor of 

the velocity field is determined. Using (3.59) and ε, the Obukhov length LMO can be 
calculated which is the scale factor of further dimensionless profile functions and which 

the calculation of the tem
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Appe
 
 

 
A 
a 

Af
af een near end of footprint and sensor 

aT gradient model (factor) 

B 
b 

bT
bw  

L
Cn

2

cp
2

d 
dF

Dn
dPatch
dq

Du y 

e 
Ekin

E′ nergy 

c
ENorm
f 

f (⋅) 
F1
F1* Complex conjugate Fourier Transform of the gray value function f1

fr(⋅) Signal section (sub-signal) 

ndix B: List of symbols 

Roman symbols 

Amplitude 
Aperture 

a0, a1, a2 Parameters of a regression 
ADC DC-value of power spectral density 

Area of footprint 
Distance betw

ARamp Amplitude of a ramp in an intensity function of an image 
Parameter of temperature 

aw Scale parameter of wavelet transform 
aω Scale parameter of power spectral density 

Bowen ratio 
Image distance 

bf Distance between far end of footprint and sensor 
Parameter of temperature gradient model (exponent) 
Shift parameter of wavelet transform

cf Lateral half-width of footprint 
c Influence coefficient for outer scale 

Structure constant of refractive index 
Constant-pressure heat capacity of air 

CT Structure constant of temperature 
D Structure function 

Diameter 
Fractal dimension 

DF Fractal structure function 
Structure function of refractive index 
Difference of the position of two corresponding patches  
Deviation in transverse direction 

dres Resolution 
DS Structure function of phase 

Structure function of velocit
E Electric field vector 

Base of the Natural Logarithm (Euler number) 
Total kinetic energy 
Turbulent kinetic e

E[⋅] Expected value 
e Eccentricity 

Normalized estimation error 
Focal length 

F Gray value function of an image (stochastic process)  
Gray value function of an image 
Fourier Transform of the gray value function f1 of an image 
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fs Sampling rate 
Decay of turbulent spectrum 
Gravitation constan

fΦ(κ) 
g t 

S
H 

⋅

hcaus

i, j 
k 
KS Number of windowed signal sections 

kr

l 

LMO

Pr

MP
mF, local

n0 rator) 

N(0,1) 
NFilt

Nlocal

P 
p ent 

Pr 

r able for propagation path 

rχ

g(x) Gradient function 
G Geothermal flux 

Sensible heat flux 
Fourier transformed filter function H( ) 

h(⋅) Convolution kernel, filter function 
Causal filter 

i Imaginary unit 
Index variable 
Wave number 

k1, k2 Index variable of image signal 
kk Von Kàrmàn constant 

Refraction induced deviation between foresight and backsight readings in 
height levelling 

L Characteristic length 
Diameter of eddy 

l0 Inner scale  
L Outer scale  0
LET Latent heat flux 

Obukhov length 
Loc Localization factor 
l Prandtl mixing length 
Lreg Set of pixels in a local region of image 
Ls Signal length 

Number of pixels 
Average of signal f in a local image region 

n Refractive index 
Mean-squared noise amplitude per unit lenght (used for Canny ope

n1, n2 Image coordinates 
N1, N2 Number of sampling points of a discrete signal (rows, columns) 

Random variable with standardized Gaussian distribution 
Length of the filter 

NL Number of lines or number of read-outs 
Length of local image region 

nPatch Number of patches in one measurement image 
p Pressure 

Influence coefficient 
Size of quadratic pixel eleme

pres Resolution defined by diffraction effects 
Prandtl's number 

q Specific humidity 
Q Influential quantity of inner scale on log-amplitude variance l
R Propagation path length 

Integration vari
rcorr Coefficient of correlation 

Correlation of the log-amplitude 
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RDown Incoming radiation (short-wave) 
Net radiation Rn

RUp Radiation emitted by the ground (long-wave) 

R

Rn

RF (⋅) 
RFY (⋅) -correlation function of stochastic signals F and Y 

SNR 

S FY(⋅) 

T*
t 

u 
u* y 

v 

w(.) 
w Limiting value of windowing function of Canny operator 

xedge, n2
position of the edge located in the row n2

xOnes, n2

xRamp Length of a ramp of an edge 

z

 

 
α 
αAlb bedo 

β 
β

rcorr Coefficient of correlation  
RE Radius of earth 

Flux-Richardson number f

rF, xF, αF Parameters of Caesàro fractal 
Net radiation 

Rn(⋅) Autocorrelation function of refractive index 
Autocorrelation function of stochastic signal F 
Cross

Ru(⋅) Autocorrelation function of velocity 
S Phase 

Signal-to-noise ratio 
S F (⋅) Power spectrum density of stochastic signal F 

Cross power spectrum density of stochastic signals F and Y 
T Temperature 

Temperature scale factor 
Time 

tk Lag 
U Characteristic velocity 

Velocity 
Friction velocit

uq Velocity of crosswind 
Noise signal 

V Noise (stochastic process) 
w Vertical component of wind 

Windowing function 
c

x Coordinate; pixel coordinate 
Coarse 

xf Upwind distance of maximum source weight of footprint 
Position of the edge located in the row n2 determined by Canny operator 

y Noisy image signal  
z Height 

Height of instrument i
 

Greek symbols 

Angle-of-arrival 
Al

αλ Dry-air wavelength-dependence function for wavelength λ 
α1, α2 Exponents of equation of Pi-Theorem 

Angle of incidence 
Obukhov-Corrsin constant 1

β0
2 Rytov variance 
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χ Log-amplitude 
Refraction angle 
Delta function (Dirac pulse) 

δ 
δ(⋅) 

∆x 
ε e 

n

ΦK(κ) 

Γd

η 
ϕ itation potential 

ϕCT

ϕm ile function of momentum 

ϑ 
κ f the fluctuation 

κref

κref′  refraction 

ν 

ρ 

σF, local  local image region 

σS

σsingle ard deviation of the position of a single edge 
2

x

σx,spatial
2

σδ fraction angle 

ω 
ψ  e perturbation 

ζ 
ζ′ ionless ratio between height and Obukhov length 

∆β Deviation of vertical angle 
Shift parameter of least squares template matching 
Dissipation rat

εerr Absolute error of convergence 
Φ (κ) Refractive index spectrum (Hill spectrum) 

Refractive index spectrum of Kolmogorov 
γn Angle between refractive index gradient and vertical axis z 
Γ Gamma function 

Dry-adiabatic temperature gradient 
Kolmogorov microscale 
Gravg

ϕh Dimensionless profile function of sensible heat flux gradient 
Dimensionless profile function of temperature structure constant 
Dimensionless prof

ϕε Dimensionless profile function of dissipation rate 
Angle between refraction index gradient and propagation path 
Spatial frequency o

κl Limiting spatial frequency 
Curvature of propagation path 
Coefficient of

λ Optical wavelength 
Λ Scale factor 

Kinematic Viscosity 
Π Dimensionless numerical coefficient of Pi-Theorem 
θ Potential temperature 

Density 
σc Standard deviation of Canny operator 

Standard deviation of the signal f  in a
σn

2 Fluctuation of refractive index 
2 Fluctuation of phase 

Stand
σV Variance of noise 
σ 2 Fluctuation of the position of an edge  

2 Spatial standard deviation of the position of an edge 
Fluctuation of angle-of-arrival σα

σχ
2 Fluctuation of log-amplitude 

Standard deviation of re
τs Shearing stress or momentum flux 

Angular frequency 
Complex phas

Ψ Wavelet function 
Dimensionless ratio between height and Obukhov length 
Modified dimens
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